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ABSTRACT. Individual ergodic theorems for free group actions and Besico-
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INTRODUCTION

The purpose of this article is to present several new results in the non-commuta-
tive ergodic theory. We are mainly concerned with a study of individual ergodic
theorems in the non-commutative tracial Lp-spaces, even though some of the re-
sults are formulated also in a non-tracial context.

We deal with the so-called bilateral almost uniform (b.a.u.) convergence,
which involves two-sided multiplication by a projection. This choice of conver-
gence is attributed to the fact that our arguments, naturally, depend upon some
kind of maximal inequality. For the space of integrable operators affiliated with a
semifinite von Neumann algebra the only known maximal inequality was estab-
lished in [20], and it is given through the mentioned two-sided multiplication. In
Section 2 of the article we discuss some features of the b.a.u. convergence, which
play an important role in the sequel.

The Banach Principle on the almost everywhere convergence of sequences
of measurable functions is by far one of the finest tools of the classical ergodic
theory. For a von Neumann algebra with a faithful normal semifinite trace, a
non-commutative analog of the Banach Principle was established in [5]. Later it
was applied in [8] to prove an individual ergodic theorem for a certain type of
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subsequential ergodic averages. In Section 2 we prove another ("b.a.u.") version
of the non-commutative Banach Principle, which is being used extensively in the
present work. Note that neither in [5] nor in [8] was it shown that the Cauchy
condition obtained by means of the non-commutative Banach Principle yields
the actual convergence. Section 2 provides all necessary proofs.

The individual ergodic theorem for free group actions was formulated and
proved in the classical context by A. Nevo and E. Stein [11], [10]. Soon after-
wards T. Walker showed [22] that it holds true in the context of a semifinite von
Neumann algebra and the almost uniform convergence, substantially reducing
the assumptions on the sequence of averaging maps. In Section 3 Walker’s theo-
rem is generalized in two directions. First it is shown that if we restrict ourselves
to the b.a.u. convergence the theorem holds in any von Neumann algebra with
a faithful normal semifinite weight. Then, using the non-commutative Banach
Principle we conclude that it remains true also for integrable operators affiliated
with any semifinite von Neumann algebra. This automatically guarantees that
the considered sequences converge b.a.u. (and also a.u. if the von Neumann alge-
bra is finite) over any non-commutative tracial Lp-space, 1 6 p 6 ∞.

In [6], for a semifinite von Neumann algebra with a faithful normal state,
some of the results of [13] concerning the pointwise convergence of the Besico-
vitch weighted ergodic averages were generalized to the non-commutative set-
ting. In the last Section 4 of the article, utilizing the non-commutative Banach
Principle again, we prove that these results hold true in the space of integrable
operators affiliated with a semifinite von Neumann algebra.

1. PRELIMINARIES

Let M be a semifinite von Neumann algebra acting on a Hilbert space H, let τ
be a faithful normal semifinite trace on M, let P(M) be the complete lattice of all
projections in M. A densely-defined closed operator x in H is said to be affiliated
with M if y′x ⊂ xy′ for every y′ ∈ M′, where M′ is the commutant of the algebra
M. An operator x, affiliated with M, is said to be τ-measurable if for each ε > 0
there exists e ∈ P(M) with τ(e⊥) 6 ε such that eH ⊂ Dx, where e⊥ = I − e, I
is the unit of M, Dx is the domain of definition of x. Let S(M) be the set of all
τ-measurable operators affiliated with M. Let ‖ · ‖ stand for the uniform norm in
M. The measure topology in S(M) is given by the system

V(ε, δ) = {x ∈ S(M) : ‖xe‖ 6 δ for some e ∈ P(M) with τ(e⊥) 6 ε},

ε > 0, δ > 0, of neighborhoods of zero. Accordingly, a sequence {xn} ⊂ S(M)
converges in measure to x ∈ S(M), xn → x (m), if, given ε > 0, δ > 0, there is a
number N = N(ε, δ) such that for any n > N there exists a projection en ∈ P(M)
satisfying the conditions τ(e⊥n ) < ε and ‖(xn − x)en‖ < δ.
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THEOREM 1.1. ([15]; see also [9]) Equipped with the measure topology, S(M) is
a complete topological ∗-algebra.

For a positive self-adjoint operator x =
∞∫
0

λdeλ affiliated with M one can

define

τ(x) = sup
n

τ
( n∫

0

λdeλ

)
=

∞∫

0

λdτ(eλ).

If 0 < p 6 ∞, then

Lp = Lp(M, τ) =

{
{x ∈ S(M) : ‖x‖p = τ(|x|p)1/p < ∞} for p 6= ∞,
(M, ‖ · ‖) for p = ∞.

Here, |x| is the absolute value of x, i.e. the square root of x∗x.
We will need the following theorem.

THEOREM 1.2. Let 0 < p < ∞, and let {xn} ⊂ Lp converge to x ∈ S(M) in
measure. If s = lim inf

n
‖xn‖p < ∞, then x ∈ Lp and ‖x‖p 6 s.

We provide a proof which is based on application of a very useful notion of
singular number of a measurable operator. Let t > 0. The t-th singular number of
an operator x ∈ S(M) is given by the formula

µt(x) = inf{‖xe‖ : e ∈ P(M), τ(e⊥) 6 t}.

THEOREM 1.3. (see Corollary 2.8 of [4]) For every x ∈ S(M) and 0 < p < ∞,
we have

τ(|x|p) =

∞∫

0

µt(x)pdt.

Proof of Theorem 1.2. Fix ε > 0. Passing if necessary to a subsequence, we
can assume that ‖xn‖p < s + ε. By Lemma 3.4 in [4], we have

µt(x)p = lim
n→∞

µt(xn)p

for every t where the function µt(x) is continuous. Since the function µt(x) is
monotone, the above convergence holds for almost all t ∈ (0, ∞). Besides, due to
Theorem 1.3, we have

∞∫

0

µt(xn)pdt < (s + ε)p

for every n. Therefore, Fatou’s Lemma yields that µt(x)p is integrable and
∞∫

0

µt(x)pdt 6 (s + ε)p.
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Applying Theorem 1.3 again, we conclude that x ∈ Lp and ‖x‖p 6 s + ε. Due to
the arbitrariness of ε, we get ‖x‖p 6 s.

There are several different types of convergences in S(M), each of which, in
the commutative case with finite measure, reduces to the almost everywhere (a.e.)
convergence. We deal with the bilateral almost uniform (b.a.u.) (almost uniform
(a.u.)) convergence in S(M) for which xn → x means that for every ε > 0 there
exists e ∈ P(M) with τ(e⊥) 6 ε such that ‖e(xn − x)e‖ → 0 (respectively, ‖(xn −
x)e‖ → 0). Obviously, the a.u. convergence implies b.a.u. convergence, and the
converse is false (see the example in [3]). We should mention here that, in the
commutative case with infinite measure, the b.a.u. convergence is stronger than
the a.e. convergence. For example, if we consider the Lebesgue measure on the
real line, then the sequence xn = χ[n,∞)(t) converges a.e. to zero, while xn does
not converge b.a.u. to zero because, for every n, the measure of the interval [n, ∞)
(the value of the standard trace of xn) equals ∞.

A positive linear map α : L1(M, τ) → L1(M, τ) will be called an absolute
contraction if α(x) 6 I and τ(α(x)) 6 τ(x) for every x ∈ M ∩ L1 with 0 6 x 6 I. If
α is a positive contraction in L1, then, as it is shown in [20], [21], ‖α(x)‖p 6 ‖x‖p

holds for each x = x∗ ∈ M ∩ L1 and all 1 6 p 6 ∞. Besides, there exist unique
continuous extensions α : Lp(M, τ) → Lp(M, τ) for all 1 6 p < ∞ and a unique
ultra-weakly continuous extension α : M → M. This implies that, for every
x ∈ Lp and any positive integer k, one has

‖αk(x)‖p 6 2‖x‖p.

In [20], the following form of non-commutative individual ergodic theorem was
proved.

THEOREM 1.4. If α is an absolute contraction in L1 = L1(M, τ), then, for every
x ∈ L1, the averages

An(x) =
1
n

n−1

∑
k=0

αk(x)

converge b.a.u. in L1.

The key role in the proof of Theorem 1.4 is played by the so-called maximal
ergodic theorem:

THEOREM 1.5. ([20]) Let L1, α be as above. Then for every x ∈ L1 and ε > 0
there exists e ∈ P(M) with τ(e⊥) 6 4ε−1‖x‖1 such that

‖eAn(x)e‖ 6 4ε for every n.

PROPOSITION 1.6. If the trace τ is finite and x ∈ M, then the b.a.u. convergence
in Theorem 1.4 can be replaced with the a.u. convergence.

Proof. Without loss of generality, one can assume that x∗ = x. Since τ is
finite, x2 ∈ L1. Therefore, by Theorem 1.5, for every ε > 0 there exists e ∈ P(M)
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with τ(e⊥) 6 4ε−1‖x2‖1 such that

‖eAn(x2)e‖ 6 4ε for all n.

By Kadison’s inequality [7], An(x)2 6 An(x2) for every n, which implies that

‖An(x)e‖2 = ‖(An(x)e)∗An(x)e‖ = ‖eAn(x)2e‖ 6 ‖eAn(x2)e‖ 6 4ε.

As it can be easily seen, as soon as the maximal inequality in [20] is stated in
terms of the one-sided multiplication, Theorem 1.4 is valid with b.a.u. replaced
by a.u. Or, even better, one can use the a.u. non-commutative Banach Principle
that is found in [5] to finish the proof as it is done in [8].

2. COMPLETENESS OF THE B.A.U. CONVERGENCE AND
THE B.A.U. BANACH PRINCIPLE FOR S(M)

We say that a sequence {xn} ⊂ S(M) converges bilaterally in measure to x ∈ S(M),
and we will write xn → x (b.m.) if, for any given ε > 0, δ > 0, it is possible to
find a number N = N(ε, δ) such that for every n > N there exists a projection
en ∈ P(M) with τ(e⊥n ) < ε satisfying the condition ‖en(xn − x)en‖ < δ.

It is clear that xn → x (m) implies xn → x (b.m.). The next theorem asserts
that, in fact, these convergences coincide on S(M). The following lemma plays
the key role in the proof. We denote l(x) (r(x)) the left (respectively, right) support
of a measurable operator x.

LEMMA 2.1. Let x ∈ S(M), and let e ∈ P(M). If q = I − r(e⊥x), then τ(q⊥) 6
τ(e⊥) and xq = exq.

Proof. Because the left and right supports of a measurable operator are equiv-
alent (see 9.29 of [16]), we obtain

τ(q⊥) = τ(r(e⊥x)) = τ(l(e⊥x)) 6 τ(e⊥).

Since
xq = exq + e⊥xq = exq,

the proof is complete.

THEOREM 2.2. If xn, x ∈ S(M), then xn → x (m) if and only if xn → x (b.m.).

Proof. It is enough to show that xn → 0 (b.m.) entails xn → 0 (m). To see this,
let’s assume that xn → 0 (b.m.) and fix ε > 0, δ > 0. Then we can find a number
N for which n > N would imply the existence of a projection en ∈ P(M) with
τ(e⊥n ) < ε

2 such that ‖enxnen‖ < δ. If we define qn = I − r(e⊥n xn) and rn = en ∧ qn,
then it follows from Lemma 2.1 that τ(q⊥n ) < ε

2 , and therefore, τ(r⊥n ) < ε. Also,
we have

xnrn = xnqnrn = enxnqnrn = enxnrn = enxnenrn,
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which implies that
‖xnrn‖ 6 ‖enxnen‖ < δ.

Therefore, we can conclude that xn → 0 (m).

THEOREM 2.3. The algebra S(M) is complete with respect to the b.a.u. conver-
gence.

Proof. Let {xn} ⊂ S(M) be a b.a.u. Cauchy sequence. Then it can be easily
seen that {xn} is also a Cauchy sequence with respect to the bilateral in mea-
sure convergence. By Theorem 2.2, {xn} is a Cauchy sequence relative to the
convergence in measure. Next, since S(M) is complete with respect to the con-
vergence in measure (Theorem 1.1), one can find x ∈ S(M) such that xn → x
(m). Fix ε > 0. By the assumption, there exists e ∈ P(M) such that τ(e⊥) < ε,
and ‖e(xm − xn)e‖ → 0 as m, n → ∞. Therefore, there exists x(e) ∈ M such that
exne → x(e) uniformly, hence exne → x(e) (m). Now, by Theorem 1.1, xn → x (m)
implies exne → exe (m). Therefore, x(e) = exe, and we get

‖e(xn − x)e‖ = ‖exne− exe‖ = ‖exne− x(e)‖ → 0,

which means that xn → x b.a.u.

REMARK 2.4. Completeness of S(M) with respect to the a.u. convergence
follows directly from Theorem 1.1.

Now we shall present a non-commutative variant of the Banach Principle
adapted to the b.a.u. convergence. Our argument follows the general scheme
suggested in [5]. Note that the main difference between the Banach Principle
for the a.u. convergence [5] and its b.a.u. counterpart (Theorem 2.7 below) is the
requirement that the maps an be positive. This difference is due to the follow-
ing rather technical issue. It turns out that if one simply replaces the condition
sup

n
‖an(x)b‖ 6 L by the obvious sup

n
‖ban(x)b‖ 6 L in the definition of the sets

XL,k, then the desired closedness of these sets cannot be established as it is done
in [5].

LEMMA 2.5. ([5]) Let b ∈ M, 0 6 b 6 I, and f be the spectral projection of b
corresponding to the interval

[ 1
2 , 1

]
. Then:

(i) τ( f⊥) 6 2τ(I − b);
(ii) there exists b− ∈ M with ‖b−‖ 6 2 such that f = bb−.

PROPOSITION 2.6. ([15], see also [5]) If yn → 0 in S(M) with respect to the
measure topology, then ynk → 0 a.u. for some {ynk} ⊂ {yn}.

Let (X, ‖ · ‖, >) be an ordered real Banach space with the closed convex cone
X+, X = X+ − X+. A subset X0 ⊂ X+ is said to be minorantly dense in X+ if for
every x ∈ X+ there is a sequence {xn} in X0 such that xn 6 x for each n, and
‖x − xn‖ → 0 as n → ∞. For example, if X = Lp

sa(M, τ) = {x ∈ Lp(M, τ) :
x∗ = x} and X+ = Lp

+(M, τ) = {x ∈ Lp
sa(M, τ) : x > 0}, 1 6 p 6 ∞, then
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X is a real Banach space, X+ is a closed convex cone in X, X = X+ − X+, and
X0 = X+ ∩ M is minorantly dense in X+. A linear map a : X → S(M) is called
positive if a(x) > 0 whenever x ∈ X+.

THEOREM 2.7. Let X be an ordered real Banach space with the closed convex cone
X+, X = X+ − X+. Let an : X → S(M) be a sequence of positive continuous linear
maps satisfying the condition:

(i) For every x ∈ X+ and ε > 0 there is b ∈ M+, 0 6= b 6 I, such that τ(I − b) <

ε, and
sup

n
‖ban(x)b‖ < ∞.

If, for every x from a minorantly dense subset X0 ⊂ X+,
(ii) am(x)− an(x) → 0 b.a.u., m, n → ∞,

then (ii) holds on all of X.

Proof. Since X = X+ − X+, it is enough to show that condition (ii) holds for
every x ∈ X+. Fix x ∈ X+ and ε > 0. For every pair L and k of positive integers
define the set

XL,k =
{

x ∈ X+ : sup
n
‖an(x)1/2b‖ 6 L for some b ∈ M

with 0 6 b 6 I, τ(I − b) 6 εk =
ε

2k+3

}
.

We show that the set XL,k is closed in X+. For that let {ym} ⊂ XL,k, and ‖ym −
x‖ → 0. Note that, since X+ is closed, x ∈ X+. We have a1(ym) → a1(x) in
the measure topology entailing that a1(ym)1/2 → a1(x)1/2 [19]. Due to Propo-
sition 2.6, there exists a subsequence {y(1)

m } ⊂ {ym} such that a1(y(1)
m )1/2 →

a1(x)1/2 a.u. By the same reasoning, one can find a subsequence {y(2)
m } ⊂ {y(1)

m }
satisfying a2(y(2)

m )1/2 → a2(x)1/2 a.u. Repeating this process, for every n > 3 we
choose a subsequence {y(n)

m } ⊂ {y(n−1)
m } for which an(y(n)

m )1/2 → an(x)1/2 a.u. as
m → ∞. Define xm = y(m)

m . Since {xm}m>n is a subsequence of {y(n)
m }, we have

an(xm)1/2 → an(x)1/2a.u., m → ∞, n > 1.

Now, because {xm} ⊂ XL,k, one can choose a sequence {bm} ⊂ M such that
0 6 bm 6 I, τ(I − bm) 6 εk and ‖an(xm)1/2bm‖ 6 L for every m, n. Since the unit
ball in M is compact in the weak operator topology, for some subnet {bα} ⊂ {bm},
there is b ∈ M for which bα → b weakly. We clearly have 0 6 b 6 I. Moreover, by
the well-known inequality (see, for example [1]),

τ(I − b) 6 lim inf
α

τ(I − bα) 6 εk.

Show that sup
n
‖an(x)1/2b‖ 6 L. Fix n. Since an(xm)1/2 → an(x)1/2 a.u., given

σ > 0, there exists a projection h ∈ P(M) with τ(h⊥) 6 σ such that

‖h(an(xm)1/2 − an(x)1/2)‖ = ‖(an(xm)1/2 − an(x)1/2)h‖ → 0
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as m → ∞. We show first that, with such a choice of h, we have ‖han(x)1/2b‖ 6 L.
Indeed, for every ξ, η ∈ H we have

|(h(an(xm)1/2bm − an(x)1/2b)ξ, η)|(2.1)

6 |(h(an(xm)1/2 − an(x)1/2)bmξ, η)|+ |((bm − b)ξ, an(x)1/2hη)|.
Pick δ > 0 and find m0 such that

(2.2) ‖h(an(xm)1/2 − an(x)1/2)‖ < δ

would hold for all m > m0. Next, since bα → b, one can find such an index α(δ)
that

(2.3) |((bα − b)ξ, an(x)1/2hη)| < δ

whenever α > α(δ). Because {bα} is a subnet of {bm}, it is possible to present
an index α(m0) satisfying the condition {bα}α>α(m0) ⊂ {bm}m>m0 . In particular, if
α0 is such that α0 > α(δ) and α0 > α(m0), then bα0 = bm1 for some m1 > m0. It
follows now from (2.1)–(2.3) that

|(han(x)1/2bξ, η)| 6 |(han(xm1)
1/2bm1 ξ, η)|+ |(h(an(xm1)

1/2 − an(x)1/2)bm1 ξ, η)|
+ |((bm1 − b)ξ, an(x)1/2hη)|

6 L + ‖h(an(xm1)
1/2 − an(x)1/2)‖‖bm1‖‖ξ‖‖η‖+ δ 6 L + 2δ

whenever ‖ξ‖ = ‖η‖ = 1. Taking into account that δ > 0 was chosen arbitrarily,
we get

‖han(x)1/2b‖ = sup
‖ξ‖=‖η‖=1

|(han(x)1/2bξ, η)| 6 L.

Now, let hj ∈ P(M) be such that τ(h⊥j ) 6 1
j and

‖hj(an(xm)1/2 − an(x)1/2)‖ → 0 as m → ∞.

We have ‖hjan(x)1/2b‖ 6 L, j = 1, 2, . . .. Since hj → I weakly, we also have
hjan(x)1/2b →w an(x)1/2b, and therefore,

‖an(x)1/2b‖ 6 lim sup
j

‖hjan(x)1/2b‖ 6 L.

So, the sets XL,k are closed in X+ for all positive integers L, k.
Next, we shall verify that

(2.4) X+ =
∞⋃

L=1

XL,k.

Given x ∈ X+, condition (i) entails the existence of b ∈ M, 0 6 b 6 I, such that
τ(I − b) 6 εk and sup

n
‖ban(x)b‖ = γ < ∞. We have |an(x)1/2b|2 = ban(x)b ∈

M, so |an(x)1/2b| ∈ M. Since an(x)1/2b ∈ S(M), in its polar decomposition,
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an(x)1/2b = u|an(x)1/2b|, u ∈ M. Therefore, an(x)1/2b ∈ M for every n, and one
can write

‖an(x)1/2b‖2 = ‖(an(x)1/2b)∗an(x)1/2b‖ = ‖ban(x)b‖ 6 γ,

n = 1, 2, . . . . Choosing L so that L2 > γ, we get sup
n
‖an(x)1/2b‖ 6 L, i.e. x ∈ XL,k,

and (2.4) holds.
Since X+ is complete, using the Baire category theorem, we find Lk, xk ∈ X+

and δk > 0 such that for every x ∈ X+ with ‖x− xk‖ < δk there is an operator 0 6
bx,k 6 I, which satisfies the conditions τ(I − bx,k) 6 εk and sup

n
‖an(x)1/2bx,k‖ 6

Lk. Define fx,k to be the spectral projection of bx,k corresponding to the interval
[ 1

2 , 1]. Then, by Lemma 2.5, τ(I − fx,k) 6 ε
2k+2 and

sup
n
‖an(x)1/2 fx,k‖ 6 2Lk,

which implies that sup
n
‖ fx,kan(x) fx,k‖ 6 4L2

k . Further, if x ∈ X+, ‖x − xk‖ < δk,

and gx,k = fx,k ∧ fxk ,k, then τ(g⊥x,k) 6 ε
2k+1 , and

sup
n
‖gx,kan(x− xk)gx,k‖ 6 8L2

k .

This means that, if γk = δk
8L2

k
, then for every z ∈ X+ with ‖z‖ 6 γk there exists

such gz,k ∈ P(M) that τ(g⊥z,k) 6 ε
2k+1 , and

sup
n
‖gz,kan(z)gz,k‖ 6 1.

Let x ∈ X+. We will show now that, for some q ∈ P(M) with τ(q⊥) < ε,
‖q(am(x)− an(x))q‖ → 0 as m, n → ∞, or, in other words, that am(x)− an(x) → 0
b.a.u. Since X0 is a minorantly dense set in X+, given k, one can find yk ∈ X0
such that yk 6 x, and ‖x − yk‖ 6 γk

k . If zk = k(x − yk), then zk > 0, ‖zk‖ 6 γk.
Therefore, it is possible to find a projection gzk ,k ∈ P(M) enjoying the properties

τ(g⊥zk ,k) 6 ε
2k+1 and sup

n
‖gzk ,kan(zk)gzk ,k‖ 6 1. Putting g =

∞∧
k=1

gzk ,k, we have

τ(g⊥) 6 ε
2 and sup

n
‖gan(zk)g‖ 6 1. Therefore,

‖gan(x− yk)g‖ =
1
k
· ‖gan(zk)g‖ → 0, k → ∞, uniformly in n.

Finally, for an arbitrary δ > 0 find such k0 that

‖gan(x− yk0)g‖ 6 δ

3
for all n = 1, 2, . . .. As yk0 ∈ X0, by condition (ii), there is p ∈ P(M), τ(p⊥) 6 ε

2 ,
and N = N(p, δ) such that the inequality

‖p(am(yk0)− an(yk0))p‖ 6 δ

3
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holds for all m, n > N. Defining q = p ∧ g, we get τ(q⊥) < ε and

‖q(am(x)− an(x))q‖
6 ‖q(am(x− yk0)− an(x− yk0)q‖+ ‖q(am(yk0)− an(yk0))q‖ 6 δ

for all m, n > N.

REMARK 2.8. Since, as it is stated in Theorem 2.3, the space S(M) is com-
plete with respect to the b.a.u. convergence, Theorem 2.7 actually asserts the b.a.u.
convergence of an(x) in S(M) for every x ∈ X.

For future applications we shall complement Theorem 2.7 by the following.

PROPOSITION 2.9. Let 0 < p < ∞, and let {xn} ⊂ Lp be such that lim inf
n

‖xn‖p

= s < ∞. If xn → x b.a.u. , then x ∈ Lp and ‖x‖p 6 s.

Proof. Since xn → x b.a.u. implies xn → x (b.m.), by Theorem 2.2, we obtain
that xn → x (m). The rest now follows from Theorem 1.2.

3. GENERALIZATION OF THE WALKER’S ERGODIC THEOREM

Let now M be an arbitrary von Neumann algebra with a faithful normal semifi-
nite weight φ. The predual of M will be denoted by M?. Further,

Nφ = {x ∈ M : φ(x?x) < ∞}, M0 = N ?
φ ∩Nφ,

and let Hφ be the Hilbert space completion of M0 (with respect to the scalar prod-
uct 〈x, y〉φ = φ(y?x)). The norm in Hφ will be denoted by ‖ · ‖2. We will write Λφ

for the canonical injection of M0 into Hφ, and πφ : M → B(Hφ) will be a faithful
normal representation such that, for all x ∈ M, y ∈ M0,

πφ(x)(Λφ(y)) = Λφ(xy)

holds (left regular representation). With such definitions, Λφ(M0) becomes a full
(achieved) left Hilbert algebra. We will denote M′

0 the associated right Hilbert
algebra with its right regular representation π′φ and the involution η → η[. For
details on Hilbert algebras see [16], [18].

Let for any p ∈ (0, 1)

Dp =
{

z ∈ C :
∣∣∣
√

z + 4p− 4p2 +
√

z− 4p− 4p2
∣∣∣ 6 2

√
p,

∣∣∣
√

z + 4p− 4p2 −
√

z− 4p− 4p2
∣∣∣ 6 2

√
p
}

.

The essential of Theorem 3 of [22], formulated in the spirit of the celebrated von
Neumann ergodic theorem, is the following.

THEOREM 3.1. ([22]) Given a Hilbert space H, x1 a normal operator in B(H),
x0 = IdH , p1, p2 real numbers such that p1 + p2 = 1, 0 < p1 6 1, and xn, n > 2,
operators satisfying the relations x1xn = p1xn+1 + p2xn−1, the sequence of partial sums
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1
n

n−1
∑

k=0
xk converges strongly if and only if the spectrum of x1 is contained in the set Dp1 .

It converges to the projection P onto the set {η ∈ H : x1η = η}.

Let us fix real numbers p1, p2, p1 + p2 = 1, 0 < p1 6 1. Let σ1 be a normal
a completely positive map acting on the algebra M, such that φ is σ1-invariant
and σ1(I) = I. Further, let σk, k > 2, be positive maps acting on M satisfying the
relations σ1σk = p1σk+1 + p2σk−1, where σ0 = I. For each n ∈ Nwe define

sn =
1
n

n−1

∑
k=0

σk,

and an operator σ̃1 acting on Λφ(M0) by

σ̃1(Λφ(y)) = Λφ(σ1(y)), y ∈ M0.

Complete positivity, unitality and φ-invariance of σ1 imply that σ̃1 is contractive
and as such can be continuously extended to the whole Hφ (the extension will be
denoted by the same symbol). Using recurrency relations we define in a natural
manner σ̃0, σ̃k, k > 2, and s̃n, n ∈ N.

EXAMPLE 3.2. ([22]) Let us present an example of maps satisfying the above
conditions. Let {ai}r

i=1 be a set of generators of Fr (the free group on r generators)
and let {αi}r

i=1 be a set of φ-invariant ?-automorphisms of the algebra M. Assume
that we have a group homomorphism Φ : Fr → Aut(M) defined on the basis
elements by Φ(ai) = αi, i ∈ {1, . . . , r}. Let wn, n ∈ N, denote the set of all
reduced words of length n belonging to Fr, and let |wn| be the cardinality of this
set (e.g., |w1| = 2r). The following sums were introduced in [11] and were called,
respectively, Free Group Actions and Free Group Partial Sums:

σn =
1
|wn| ∑

a∈wn

Φ(a), sn =
1
n

n−1

∑
k=0

σk.

It is clear that the corresponding recurrency relations hold true just because of
the properties of free group. All the proofs will be conducted in full generality,
but one may well think about this particular example, being of an independent
interest.

THEOREM 3.3. Let x ∈ M0. If σ̃1 is a normal operator in B(Hφ) whose spectrum
is contained in the set Dp1 , then the sequence {sn(x)}∞

n=1 converges strongly to some
x̂ ∈ M0. Moreover if P ∈ B(Hφ) is the projection onto {η ∈ Hφ : σ̃1η = η}, then
Λφ(x̂) = PΛφ(x).

Proof. Theorem 3.1 shows that s̃n → P strongly. This implies that for any
η1, η2 ∈ M′

0, x ∈ M0

〈πφ(sn(x))η1|η2〉 = 〈Λφ(sn(x))|η2η[
1〉 = 〈s̃n(Λφ(x))|η2η[

1〉 → 〈P(Λφ(x))|η2η[
1〉.
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If we denote the right-hand side of the previous expression by F(x, ψ), then,
for ψ ∈ M? given via ψ(y) = 〈πφ(y)η1|η2〉, y ∈ M, it can be easily seen that
|F(x, ψ)| 6 ‖ψ‖‖x‖ (all sn’s are contractive). Using the fact that the set of the
above forms is dense in M?, one concludes that the functional

M? 3 ψ → lim
n→∞

ψ(sn(x)) ∈ C

is well-defined and continuous. Therefore, there exists x̂ ∈ M such that for all
ψ ∈ M?

ψ(sn(x)) → ψ(x̂).

As M0 is σ-weakly closed, x̂ ∈ M0. It is also clear that ‖x̂‖ 6 ‖x‖.
Consider again any η1, η2 ∈ M′

0. We have

〈πφ(x̂)η1|η2〉 = 〈PΛφ(x)|η2η[
1〉 = 〈π′φ(η1)PΛφ(x)|η2〉,

where π′φ denotes the right regular representation. Since η2 was taken arbitrarily,
we obtain

πφ(x̂)η1 = π′φ(η1)PΛφ(x).

As all sn are ?-preserving, we can easily prove (using only definition of x̂) that
(̂x?) = (x̂)?. Applied to the above formulas, this yields

πφ(x̂)?η1 = π′φ(η1)PΛφ(x?).

Next, using Proposition 10.4 of [16], we infer from the above formulas and the
fact that Λφ(M0) is full that PΛφ(x) ∈ Λφ(M0), and PΛφ(x) = Λφ(x̂). Now the
desired strong convergence can be obtained by taking any η ∈ M′

0 :

πφ(sn(x))η = π′φ(η)Λφ(sn(x)) = π′φ(η)s̃n(Λφ(x)) → π′φ(η)PΛφ(x) = πφ(x̂)η

and remembering that πφ is normal.

Before we prove the announced theorem on the b.a.u. convergence of the
considered sequences we need to formulate a few known lemmas. The first one
comes from [22] and is based on an application of combinatorial reasoning (see
[11]).

LEMMA 3.4. There exists Cp1 > 0 such that for every n ∈ N and x ∈ M+ the
inequality

sn(x) 6 Cp1

1
3n

3n−1

∑
k=0

σk
1 (x)

holds.

An easy consequence of the above fact is the following.

LEMMA 3.5. For any x ∈ M and j ∈ N we have ‖sn(sj(x)− x)‖ → 0.
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Proof. Fix j ∈ N. Since sj(x)− x =
j−1
∑

k=0

(
1
j (σk(x)− x)

)
, it is enough to prove

the convergence for the sequence ‖sn(σk(x)− x)‖ for every fixed k. Further, using
the recurrency relations among σk’s, it can be easily verified that for each k ∈ N

σk =
k

∑
i=0

λiσ
i
1,

k

∑
i=0

λi = 1,

and, by linearity of sn’s, we only have to prove that ‖sn(σi
1(x)− x)‖ → 0 for each

i ∈ N. This can be obtained by using the previous lemma and dealing with the
standard Cesàro averages.

We will also need a maximal ergodic lemma for a series of operators and
the existence of a convenient decomposition of a selfadjoint operator in M0, both
established by D. Petz in [12]. We formulate these facts in the next two lemmas.
The map α in Lemma 3.6 may be considered as a non-tracial counterpart of the
absolute contraction.

LEMMA 3.6. Let α : M → M be a positive linear map such that for each x ∈
M, 0 6 x 6 I, we have α(x) 6 I and for each x ∈ M+ we have φ(α(x)) 6 φ(x).
If {xm}∞

m=1 is a sequence of operators belonging to M+ and {εm}∞
m=1 is a sequence of

positive real numbers (estimation numbers), then there exists a projection p ∈ P(M)
such that

φ(p⊥) 6 2
∞

∑
m=1

ε−1
m φ(xm),

∥∥∥p
(1

r

r−1

∑
k=0

αk(xm)
)

p
∥∥∥

∞
6 2εm

for all m, r ∈ N.

LEMMA 3.7. Suppose that w ∈ M0, w = w?. Then there exist z ∈ M, z = z?,
a, b ∈ M+ such that w = z + a − b, ‖z‖ 6 φ(w2)1/2, φ(a) 6 φ(w2)1/2, φ(b) 6
φ(w2)1/2 and ‖z‖, ‖a‖, ‖b‖ 6 ‖w‖.

Now we shall prove the first main result of this section.

THEOREM 3.8. Let x ∈ M0. If σ̃1 is a normal operator in B(Hφ) whose spectrum
is contained in the set Dp1 , then the sequence {sn(x)}∞

n=1 converges b.a.u. to x̂ ∈ M0
defined in Theorem 3.3.

Proof. Theorem 3.3 implies that, if j ∈ N and

ξ j = s̃j(Λφ(x))− PΛφ(x),

then ‖ξ j‖2 → 0. Moreover, ξ j ∈ Λφ(M0) and, if ξ j = Λφ(yj), yj ∈ M0, we have

x− x̂ = yj + x− sj(x), φ(y?
j yj) → 0.
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Decomposing yj into its real and imaginary parts, we get

x− x̂ = uj + ivj + x− sj(x), uj = u?
j , vj = v?

j ,

φ(u2
j ) → 0, φ(v2

j ) → 0.

From now on we can precisely follow the method from [12]. For the sake of
completeness we will reproduce the proof. Let us fix ε > 0 and choose a subse-
quence {jm}∞

m=1 such that φ(u2
jm )1/2 6 8−1m−12−mε, φ(v2

jm )1/2 6 8−1m−12−mε.
For each m ∈ N we can decompose both ujm and vjm according to Lemma 3.7:
ujm = zm + am − bm, vjm = z′m + a′m − b′m. Now we apply Lemma 3.6 to the map
σ1 and the set of operators {am, bm, a′m, b′m : m ∈ N}, with the estimation numbers
respectively equal to 1

m , as a result finding a projection p ∈ P(M) such that

φ(p⊥) 6 4 · 2
∞

∑
m=1

m8−1m−12−mε = ε,

∥∥∥p
(1

r

r−1

∑
k=0

σk
1 (am)

)
p
∥∥∥ 6 2m−1, m, r ∈ N,

∥∥∥p
(1

r

r−1

∑
k=0

σk
1 (a′m)

)
p
∥∥∥ 6 2m−1, m, r ∈ N,

∥∥∥p
(1

r

r−1

∑
k=0

σk
1 (bm)

)
p
∥∥∥ 6 2m−1, m, r ∈ N,

∥∥∥p
(1

r

r−1

∑
k=0

σk
1 (b′m)

)
p
∥∥∥ 6 2m−1, m, r ∈ N.

Going back to the previous formula and using Lemma 3.4 we obtain (for any
m, n ∈ N)

‖psn(x− x̂)p‖ = ‖psn(ujm + ivjm + x− sjm (x))p‖
6 ‖p(snujm )p‖+ ‖p(snvjm )p‖+ ‖psn(x− sjm (x))p‖

6 φ(u2
jm )1/2 + 4Cp1

1
m

+ φ(v2
jm )1/2 + 4Cp1

1
m

+ ‖sn(x− sjm (x))‖,

and an application of Lemma 3.5 ends the proof.

Using the results of Section 2 we can conclude the following.

THEOREM 3.9. Let M be a von Neumann algebra with a normal semifinite faithful
trace τ, and let x ∈ L1(M, τ). If {σn}∞

n=0 is a sequence of maps acting on M and satisfy-
ing the conditions described after Theorem 3.1, then the sequence {sn(x)}∞

n=1 converges
b.a.u. to some x̂ ∈ L1.

Proof. Assume first that x > 0. As it is clear that σ1 is an absolute contrac-
tion, we can use Lemma 1.5 and Lemma 3.4 to deduce that for every ε > 0 there
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exists p ∈ P(M) such that τ(p⊥) < ε and for all n ∈ N we have

‖psn(x)p‖ 6 ε−1‖x‖1.

Each sn is continuous and positive as a map from L1
sa to S(M). Theorem 3.8 im-

plies that for any x ∈ M ∩ L2(M)+ the sequence {sn(x)}∞
n=1 is b.a.u. convergent.

Since M ∩ L2(M)+ is a minorantly dense subset of L1
+, we are in a position to

apply the non-commutative Banach principle (Theorem 2.7) to infer that for any
x ∈ L1

sa the sequence {sn(x)}∞
n=1 is b.a.u. convergent in S(M). Theorem 2.9 al-

lows us to conclude that the limit belongs to L1 and the standard decomposition
of x ∈ L1 into its real and imaginary part ends the proof.

REMARK 3.10. If τ is finite, then the averages sn(x) converge also a.u. ,
which is a consequence of the original Walker’s theorem and proof of Proposi-
tion 1.6.

4. BOUNDED BESICOVITCH SEQUENCES AND B.A.U. CONVERGENCE
OF BB-WEIGHTED AVERAGES

Let now M be a semifinite von Neumann algebra with separable predual, and let
τ be a faithful normal semifinite trace on M.

We start with definition of a bounded Besicovitch sequence [13]. Let K de-
note the unit circle in C. A function Ps : Z→ Cwill be called a trigonometric poly-

nomial if Ps(k) =
s
∑

j=1
rjλ

k
j , k ∈ Z, for some {rj}s

1 ⊂ C and {λj}s
1 ⊂ K. A sequence

{βk} of complex numbers is called a bounded Besicovitch sequence (BB-sequence) if
(i) |βk| 6 B < ∞ for every k, and

(ii) given ε > 0, there exists a trigonometric polynomial Ps such that

(4.1) lim sup
n

1
n

n−1

∑
k=0

|βk − Ps(k)| < ε.

Let us denote by µ the normalized Lebesgue measure on K. Let M̃ be the
von Neumann algebra of all essentially bounded ultra-weakly measurable func-
tions h : (K, µ) → M equipped with the trace

τ̃(h) =
∫

K

τ(h(z))dµ(z),

h > 0, and let L̃1 be the Banach space of all Bochner µ-integrable functions f :
(K, µ) → L1(M, τ) (see p. 68 of [14]). Being the predual to M̃, the space L̃1 is
isomorphic to L1(M̃, τ̃).

For the sake of completeness, we provide the proof for the next lemma,
although it differs from Lemma 2 in [2] only by the underlying space.
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LEMMA 4.1. If L̃1 3 fn → f ∈ L̃1 b.a.u. (a.u.), then fn(z) → f (z) b.a.u. (a.u.)
for almost every z ∈ K.

Proof. For every positive integer k there exists a projection ek ∈ M̃ such that
τ̃(e⊥k ) < 1

k4 and

‖ek( fn − f )ek‖ → 0.

Then ek(z) ∈ P(M) and

‖ek(z)( fn(z)− f (z))ek(z)‖ → 0

for almost all z ∈ K. Let

Zk =
{

z ∈ K : τ(ek(z)⊥) <
1
k2

}
, Zc

k = K \ Zk.

We have
1
k4 > τ̃(e⊥k ) =

∫

K

τ(ek(z)⊥)dµ(z) > µ(Zc
k)

1
k2 ,

which implies that

µ(Zc
k) <

1
k2 .

Putting Z′ =
⋃

n>1

⋂
k>n

Zk, we get

µ(Z′
c
) = µ

( ⋂

n>1

⋃

k>n

Zc
k

)
6 µ

( ⋃

k>n

Zc
k

)

for every n. Since

µ
( ⋃

k>n

Zc
k

)
6 ∑

k>n

1
k2 → 0

as n → ∞, we conclude that µ(Z′c) = 0. Now, if z ∈ Z′, then there exists such n
that z ∈ Zk whenever k > n. Therefore, given ε > 0, one can find e ∈ P(M) with
τ(e⊥) < ε and such that

‖e( fn(z)− f (z))e‖ → 0,

i.e. fn(z) → f (z) b.a.u. on Z′.

LEMMA 4.2. Let α be an absolute contraction in L1(M, τ). Then, for any trigono-
metric polynomial Ps and every x ∈ L1, the averages

(4.2) ãn(x) =
1
n

n−1

∑
k=0

Ps(k)αk(x)

converge b.a.u. If x ∈ M and τ is finite, then the averages (4.2) converge also a.u.
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Proof. Pick λ ∈ K. If f ∈ L̃1, we define α̃ : L̃1 → L̃1 by the formula

α̃( f )(z) = α( f (λz))

where z ∈ K. One can easily verify that the system (M̃, τ̃, L̃1, α̃) satisfies all the
conditions of Theorem 1.4. Therefore, for every f ∈ L̃1, the averages

1
n

n−1

∑
k=0

α̃k( f )

converge b.a.u. in L̃1. By Lemma 4.1, we arrive at the b.a.u. convergence of the
averages

1
n

n−1

∑
k=0

α̃k( f )(z) =
1
n

n−1

∑
k=0

αk( f (λkz))

for almost all z ∈ K. Applying this to the function

f (z) = zx,

which apparently is Bochner µ-integrable, i.e. f ∈ L̃1, we obtain the b.a.u. con-
vergence of the averages

z · 1
n

n−1

∑
k=0

λkαk(x),

for almost all z ∈ K. Consequently, the averages

1
n

n−1

∑
k=0

λkαk(x)

converge b.a.u. for every λ ∈ K, and we obtain the convergence of (4.2). The a.u.
convergence when τ is finite follows from Proposition 1.6.

A proof of the next technical lemma can be found in [8].

LEMMA 4.3. If a sequence {xn} in M is such that for every ε > 0 there are a b.a.u.
(a.u.) convergent sequence {x̃n} ⊂ M and a positive integer n0 satisfying ‖xn− x̃n‖ < ε
for all n > n0, then {xn} converges b.a.u. (a.u.).

THEOREM 4.4. With α and {βk} as above, the averages

(4.3) an(x) =
1
n

n−1

∑
k=0

βkαk(x)

converge b.a.u. for every x ∈ L1 ∩ M.

Proof. Pick ε > 0 and find a trigonometric polynomial Ps such that the con-
dition (4.1) is satisfied. By Lemma 4.2, the b.a.u. convergence of the averages
ãn(x) holds. We have

‖an(x)− ãn(x)‖ 6
( 1

n

n−1

∑
k=0

|βk − Ps(k)|
)
· 2‖x‖.
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Therefore,
‖an(x)− ãn(x)‖ < 2ε‖x‖

for sufficiently large n. The b.a.u. convergence of an(x) now follows from
Lemma 4.3.

REMARK 4.5. If τ is finite, then the averages (4.3) converge also a.u.

Using the b.a.u. Banach Principle given in Theorem 2.7, we can now extend
the convergence stated in Theorem 4.4 to the space L1(M, τ).

THEOREM 4.6. Let {βk} be a BB-sequence. For α an absolute contraction in L1,
the averages (4.3) converge b.a.u. in L1 for every x ∈ L1.

Proof. Note first that, since {βk} is bounded, we can assume that |βk| 6 1 for
every k. By Theorem 4.4, the averages (4.3) converge b.a.u. if x ∈ X0 = L1

+ ∩ M.

The b.a.u. convergence of the sequence (an(x))∗ = 1
n

n−1
∑

k=0
βkαk(x) implies that both

a(r)
n (x) =

1
n

n−1

∑
k=o

Re(βk)αk(x) and a(i)
n (x) =

1
n

n−1

∑
k=0

Im(βk)αk(x)

converge b.a.u., x ∈ X0. Define

a(R)
n (x) = a(r)

n (x) + An(x), a(I)
n (x) = a(i)

n (x) + An(x), x ∈ L1,

where An(x) = 1
n

n−1
∑

k=0
αk(x). Let us show that, given ε > 0 and x ∈ L1

+, there

exists a projection e ∈ P(M) with τ(e⊥) 6 ε such that

(4.4) sup
n
‖ea(R)

n (x)e‖ < ∞.

By Theorem 1.5, there is e ∈ P(M) such that τ(e⊥) 6 ε and

sup
n
‖eAn(x)e‖ < ∞.

Since 0 6 Re(βk) + 1 6 2, we have

ea(R)
n (x)e 6 2eAn(x)e

for every n, which immediately yields (4.4). Next, because the continuous linear
maps a(R)

n : X = L1
sa → S(M) are positive, and the set X0 is minorantly dense in

X+ = L1
+, by Theorem 2.7, we obtain the b.a.u. convergence of a(R)

n (x) for all x ∈
L1

sa. Remembering that the averages An(x) also converge b.a.u. (Theorem 1.4),
we get the convergence of a(r)

n (x), x ∈ L1
sa. Analogously, a(i)

n (x) converge b.a.u.
for all x ∈ L1

sa. Therefore, the averages an(x) = a(r)
n (x) + ia(i)

n (x) converge b.a.u.
for every x ∈ L1

sa, hence for every x ∈ L1.
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It remains to show that the limits of these averages belong to L1. Taking
into account that ‖αk(x)‖1 6 2‖x‖1 for every k, we get ‖an(x)‖1 6 2‖x‖1 for all
x ∈ L1. This finishes proof due to Proposition 2.9.

A linear map α : L1 → L1 is said to be weakly mixing (see [6]) if the following
two conditions hold:

(i) αx = x implies x = cI with c a constant (ergodicity of α);
(ii) α has no eigenvalues different from 1.

REMARK 4.7. Like it was carried out in [13] and [6], it is possible to show
that, if the contraction α is weakly mixing, then the averages (4.3) converge to
scalar operators for all x ∈ L1.
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