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#### Abstract

This paper characterizes the subspaces of a vector-valued Hardy space that are nearly invariant under the backward shift, providing a vectorial generalization of a result of Hitt. Compact perturbations of shifts that are pure isometries are studied, and the unitary operators that are compact perturbations of restricted shifts are described, extending a result of Clark. The classification of nearly invariant subspaces gives information on the simply shift-invariant subspaces of the vector-valued Hardy space of an annulus. Finally, as a generalization of a result of Aleman and Richter it is proved that any such subspace has index bounded by the dimension of the vector space in which the functions take their values.
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## 1. INTRODUCTION

The purpose of this paper is to study the shift operator $S$ (multiplication by the independent variable) on certain Hardy spaces, consisting of vector-valued analytic functions on the unit disc $\mathbb{D}$ and the annulus $A=\left\{r_{0}<|z|<1\right\}$, where $r_{0}$ is a positive real number less than unity.

We shall consider questions to do with simply $S$-invariant subspaces of $H^{2}\left(A, \mathbb{C}^{m}\right)$ and nearly $S^{*}$-invariant subspaces of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, which are defined below.

In the scalar case, nearly $S^{*}$-invariant subspaces of $H^{2}(\mathbb{D})$ were introduced by Hitt [10] as a tool for classifying the simply $S$-invariant subspaces of $H^{2}(A)$, and studied further by Sarason [17], who used them to study the kernels of Toeplitz operators. There are many other significant contributions to the theory of invariant subspaces of $H^{2}(A)$, including those of Sarason [16], Royden [15], Yakubovich [19] and Aleman-Richter [2].

The vectorial case has not been much considered, and presents difficulties of its own. For the classification of reducing subspaces of $L^{2}\left(A, \mathbb{C}^{m}\right)$ (i.e., invariant under $S$ and $S^{*}$ ) as well as doubly-invariant subspaces of $H^{2}\left(A, \mathbb{C}^{m}\right)$ (i.e., invariant under $S$ and $S^{-1}$ ) and singly generated invariant subspaces in $L^{2}\left(A, \mathbb{C}^{m}\right)$ or $H^{2}\left(A, \mathbb{C}^{m}\right)$ (i.e., invariant under $S$ ), see [5].

We now introduce some necessary definitions and notation, after which we shall be able to summarise the main contributions of the paper.

The boundary $\partial A$ of $A$ consists of two circles $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$ and $r_{0} \mathbb{T}$. For $1 \leqslant p<\infty$, let $L^{p}(\partial A)$ be the complex Banach space of Lebesgue measurable functions $f$ on $\partial A$ that are $p$ th-power integrable with respect to Lebesgue measure, the norm of $f$ being defined by

$$
\|f\|_{p}=\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(\mathrm{e}^{\mathrm{i} t}\right)\right|^{p} \mathrm{~d} t+\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r_{0} \mathrm{e}^{\mathrm{i} t}\right)\right|^{p} \mathrm{~d} t\right)^{1 / p}
$$

The complex Banach space $L^{\infty}(\partial A)$ is the set of bounded Lebesgue measurable functions $f$ on $\partial A$. Obviously, for $1 \leqslant p \leqslant \infty$, we have:

$$
L^{p}(\partial A)=L^{p}(\mathbb{T}) \oplus L^{p}\left(r_{0} \mathbb{\mathbb { V }}\right)
$$

where $L^{p}(\mathbb{T})$ and $L^{p}\left(r_{0} \mathbb{T}\right)$ are endowed with normalized Lebesgue measure. For $1 \leqslant p<\infty$ the Hardy space $H^{p}(\partial A)$ denotes the closure in $L^{p}(\partial A)$ of $R(A)$, the set of rational functions with poles off $\bar{A}=\left\{z \in \mathbb{C}: r_{0} \leqslant|z| \leqslant 1\right\}$. These functions have a natural analytic extension to $A$, and so we shall also use the notation $H^{p}(A)$ when we wish to emphasise this.

We employ an analogous notation for subspaces of $L^{2}\left(\partial A, \mathbb{C}^{m}\right)$; in general we use lower case letters for scalar functions and capital letters for vector-valued functions.

Recall that an operator $T$ on $\mathcal{H}$ belongs to the class $C_{\cdot 0}$ if for all $x \in \mathcal{H}$, $\lim _{n \rightarrow \infty}\left\|T^{* n} x\right\|=0$.

We write $v \otimes w$ for the operator defined by $(v \otimes w)(x)=\langle x, w\rangle v$.
A closed subspace $\mathcal{M}$ is simply $S$-invariant if $S \mathcal{M} \subset \mathcal{M}$ and doubly $S$ invariant if, in addition, $S^{-1} \mathcal{M} \subset \mathcal{M}$.

A subspace $\mathcal{F}$ of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ is said to be nearly $S^{*}$-invariant if $\mathcal{F}$ is closed, and if every element $f \in \mathcal{F}$ with $f(0)=0$ satisfies $S^{*} f \in \mathcal{F}$.

The paper is organized as follows. In Section 2 we discuss compact perturbations of shifts that are still pure isometries. In particular we provide a large class of explicit finite rank perturbations of pure isometries that remain $C_{.0}$ or even pure isometries. We apply these ideas in Section 3 to classify the unitary operators that are compact perturbations of restricted shifts, extending a result of Clark [7]. In Theorem 3.2 we discuss vectorial restricted shifts and their compact unitary perturbations. In Section 4, using the results of Section 2 concerning finite rank perturbations of shifts that remain $C_{.0}$ contractions, we obtain the characterization of nearly $S^{*}$-invariant subspaces of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, providing the vectorial
generalization of Hitt's result in [10]. Finally, in Section 5, we discuss simply Sinvariant subspaces $\mathcal{M}$ in $H^{2}\left(A, \mathbb{C}^{m}\right)$, with $m \geqslant 2$. Those subspaces are linked to nearly $S^{*}$-invariant subspaces $\mathcal{N}$ in $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, but contrary to the scalar case, it is not clear whether they can be recovered using the subspaces $\mathcal{N}$. Nevertheless, we obtain a generalization of a result of Aleman and Richter in [2]: we prove that any $S$-invariant subspace $\mathcal{M}$ in $H^{2}\left(A, \mathbb{C}^{m}\right)$ satisfies $\operatorname{dim}(\mathcal{M} \ominus(S-\lambda \mathrm{Id}) \mathcal{M}) \leqslant m$ for all $\lambda \in r_{0} \mathbb{D}$.

## 2. COMPACT PERTURBATION OF PURE ISOMETRIES

The aim of this section is to discuss compact perturbations of shifts that keep the nice properties of pure isometries. Recall that an isometry $T$ on $\mathcal{H}$ is pure whenever $T$ is completely non-unitary, or equivalently whenever $\bigcap_{n \geqslant 0} T^{n} \mathcal{H}=\{0\}$. Moreover, a (pure) isometry is said to have finite multiplicity if the dimension of $\mathcal{H} \ominus T(\mathcal{H})$ is finite.

We shall see how useful this is in the description of nearly $S^{*}$-invariant subspaces.

Proposition 2.1. Let $V \in \mathcal{L}(\mathcal{H})$ be a pure isometry, $\left(w_{n}\right)_{n \geqslant 1}$ an orthonormal sequence of vectors in $\mathcal{H}$ and $\left(\alpha_{n}\right)_{n \geqslant 1}$ a sequence in $\mathbb{D} \cup\{1\}$ tending to 1 . Then it follows that:
(i) the operator $V+\sum_{n \geqslant 1}\left(\alpha_{n}-1\right) w_{n} \otimes V^{*} w_{n}$ is a completely non-unitary contraction;
(ii) if $V$ is a pure isometry of finite multiplicity, then for all $N \geqslant 1, V+\sum_{n=1}^{N}\left(\alpha_{n}-\right.$ 1) $w_{n} \otimes V^{*} w_{n}$ is $C_{.0}$.

Proof. Note that $T:=V+\sum_{n \geqslant 1}\left(\alpha_{n}-1\right) w_{n} \otimes V^{*} w_{n}$ satisfies

$$
\begin{equation*}
\mathrm{Id}-T^{*} T=\sum_{n \geqslant 1}\left(1-\left|\alpha_{n}\right|^{2}\right) V^{*}\left(w_{n}\right) \otimes V^{*}\left(w_{n}\right) \geqslant 0 \tag{2.1}
\end{equation*}
$$

and therefore $T$ is contractive. Moreover, the closed subspace $\mathcal{H}_{u}$ corresponding to the unitary part of $T$ is included in the orthogonal complement of the range of Id $-T^{*} T$. Indeed,

$$
\begin{aligned}
\left(\left(\operatorname{Id}-T^{*} T\right) \mathcal{H}\right)^{\perp} & =\left\{y \in \mathcal{H}:\left\langle\left(\operatorname{Id}-T^{*} T\right)(x), y\right\rangle=0, x \in \mathcal{H}\right\} \\
& =\{y \in \mathcal{H}:\langle x, y\rangle=\langle T(x), T(y)\rangle, x \in \mathcal{H}\}
\end{aligned}
$$

Now, using (2.1), it follows that $\mathcal{H}_{\mathrm{u}}$ is included in $\mathcal{M}$, where $\mathcal{M}$ is the closed subspace of $\mathcal{H}$ generated by $\left\{V^{*}\left(w_{n}\right): n \geqslant 1\right\}$. Since $T_{\mid \mathcal{M}^{\perp}}=V_{\mid \mathcal{M}^{\perp}}$ and since $V$ is completely non-unitary, it follows that $\mathcal{H}_{\mathrm{u}}=\{0\}$, proving that $T$ is completely non-unitary.

For the second assertion, we have already proved that $T$ is contractive and the range of $\mathrm{Id}-T^{*} T$ is generated by $\left\{V^{*}\left(w_{n}\right): 1 \neq n \geqslant N\right\}$. Using Proposition 3.2 in [3], since $V$ is of finite multiplicity and since the range $\mathcal{M}$ of $\operatorname{Id}-T^{*} T$ is of finite dimension, while $T=V$ on $\mathcal{M}^{\perp}, T$ is also $C .0$.

It is also possible to characterize all the compact perturbations of isometries that are isometric.

Proposition 2.2 (Corollary 2.5 in [18]). Let $V \in \mathcal{L}(\mathcal{H})$ be an isometry and $K \in \mathcal{L}(\mathcal{H})$ a compact operator. Then $V+K$ is an isometry if and only if there is an orthonormal sequence of vectors $\left(e_{n}\right)_{n \geqslant 1} \in \mathcal{H}$ and $\left(\alpha_{n}\right)_{n \geqslant 1} \subset \mathbb{T}$ such that $\lim _{n \rightarrow \infty} \alpha_{n}=1$ and

$$
K=\sum_{n \geqslant 1}\left(\alpha_{n}-1\right) e_{n} \otimes V^{*}\left(e_{n}\right) .
$$

Nevertheless the description of pure isometries that remain pure isometries is much more complicated. Nakamura [11] solved the case of rank one perturbations. He proved the following result.

THEOREM 2.3 (Theorem 1 in [11]). Let $V \in \mathcal{L}(\mathcal{H})$ be a pure isometry with a cyclic vector $g,\|g\|=1$. Let $F=(\alpha-1) g \otimes V^{*}(g)$ where $|\alpha|=1$. Define $w$ on $\mathbb{D}$ by

$$
(1-w(z))^{-1}=\left\langle\left(\operatorname{Id}-z V^{*}\right)^{-1} g, g\right\rangle
$$

Then $V+F$ is a pure isometry if and only if

$$
\begin{equation*}
\log \left(1-|w|^{2}\right) \in L^{1}(\mathbb{T}) \quad \text { and } \quad \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1-\left|w\left(\mathrm{e}^{\mathrm{i} t}\right)\right|^{2}}{\left|1-\bar{\alpha} w\left(\mathrm{e}^{\mathrm{i} t}\right)\right|^{2}} \mathrm{~d} t=1 \tag{2.2}
\end{equation*}
$$

By iterating Theorem 2.3 we obtain conditions for finite rank perturbations to be pure, but in practice it is difficult to satisfy the cyclicity condition. Nevertheless there is a less direct way to obtain finite rank perturbations that are pure isometries.

Corollary 2.4. Let $V \in \mathcal{L}(\mathcal{H})$ be a pure isometry with a cyclic vector $g_{1}$, $\left\|g_{1}\right\|=1$. For $n \geqslant 2$, let $g_{2}, \ldots, g_{n}$ in $\mathcal{H}$ such that $\left(g_{k}\right)_{k=1}^{n}$ is an orthonormal sequence and $g_{k} \perp V\left(g_{1}\right)$ for all $k=2, \ldots, n$. Let $F=\sum_{k=1}^{n}\left(\alpha_{k}-1\right) g_{k} \otimes V^{*}\left(g_{k}\right)$ where $\left|\alpha_{k}\right|=1$. Define won $\mathbb{D}$ by

$$
(1-w(z))^{-1}=\left\langle\left(\operatorname{Id}-z V^{*}\right)^{-1} g_{1}, g_{1}\right\rangle
$$

Then $V+F$ is a pure isometry if and only if (2.2) holds.
Proof. The operator $V^{\prime}=V+\sum_{k=2}^{n}\left(\alpha_{k}-1\right) g_{k} \otimes V^{*}\left(g_{k}\right)$ is an isometry and $g_{1}$ is cyclic for $V^{\prime}$ since $g_{k} \perp V\left(g_{1}\right)$ for all $k=2, \ldots, n$. Using Theorem 2.3, we get the desired conclusion.

In the particular case where $V$ is the shift on the Hardy space $H^{2}(\mathbb{D})$, since the cyclic vectors are the outer functions, the above corollary provides a large number of explicit finite rank perturbations that remain pure isometries.

See also Theorem 5.5 in [4], asserting that in "most cases", finite rank perturbation of pure isometries that are isometric remain pure.

## 3. RESTRICTED SHIFTS

It is a well-known consequence of Beurling's theorem that the $S^{*}$-invariant subspaces on $H^{2}(\mathbb{D})$ have the form $K_{\theta}=H^{2} \ominus \theta H^{2}$, where $\theta$ is an inner function. The restricted shift $S_{\theta}$ is defined to be the operator $S_{\theta}=P_{K_{\theta}} S_{\mid K_{\theta}}$, and it plays a key role in the Sz.-Nagy-Foias model theory (see, for example, [12]).

Clark [7] classified the rank-one unitary perturbations of $S_{\theta}$; in the simplest case, when $\theta(0)=0$, they are parametrized by the formula

$$
U_{\alpha}=S_{\theta}+\alpha 1 \otimes S^{*} \theta
$$

where $\alpha \in \mathbb{T}$; a recent account of this work can be found in Section 8.9 of [6]. The literature on this subject is large, and we refer also to the survey papers [8], [14] for related work.

The class of unitary operators that are compact perturbations of $S_{\theta}$ may be described, as follows.

Proposition 3.1. Let $V \in \mathcal{L}\left(K_{\theta}\right)$ be a unitary operator such that $V-S_{\theta}$ is compact. Then there is an orthonormal sequence of vectors $\left(e_{n}\right)_{n \geqslant 1} \in K_{\theta}$ and $\left(\alpha_{n}\right)_{n \geqslant 1} \subset$ $\mathbb{T}$ such that $\lim _{n \rightarrow \infty} \alpha_{n}=1$ and

$$
\begin{equation*}
V-U_{\alpha}=\sum_{n \geqslant 1}\left(\alpha_{n}-1\right) e_{n} \otimes U_{\alpha}^{*}\left(e_{n}\right) . \tag{3.1}
\end{equation*}
$$

## Equivalently,

$$
\begin{equation*}
V-S_{\theta}=\alpha 1 \otimes S^{*} \theta+\sum_{n \geqslant 1}\left(\alpha_{n}-1\right) e_{n} \otimes\left(S_{\theta}^{*}\left(e_{n}\right)+\bar{\alpha}\left\langle e_{n}, 1\right\rangle S^{*} \theta\right) . \tag{3.2}
\end{equation*}
$$

Further, all operators $V$ given by the above expression are unitary and compact perturbations of $S_{\theta}$. Moreover, $V-S_{\theta}$ has finite rank if and only if the above sums have finitely many terms.

Proof. Proposition 2.2 shows that any isometry $V \in \mathcal{L}\left(K_{\theta}\right)$ which is itself a compact perturbation of $U_{\alpha}$ can be written as $V=U U_{\alpha}$, where $U \in \mathcal{L}\left(K_{\theta}\right)$ is unitary and $U-\operatorname{Id}_{K_{\theta}}$ is compact. Thus all such perturbations $V$ are themselves unitary. Expression (3.1) now follows since $V-U_{\alpha}$ is also compact.

Next, since $U_{\alpha}^{*}=S_{\theta}^{*}+\bar{\alpha} S^{*} \theta \otimes 1$, we easily obtain the equivalence between (3.1) and (3.2). The final remark is obvious.

It is possible to drop the assumption that $\theta(0)=0$. To do this, define

$$
\mathcal{M}=\mathbb{C}\left(S^{*} \theta\right)=\left\{x \frac{\theta(z)-\theta(0)}{z}: x \in \mathbb{C}\right\}
$$

and let $\mathcal{N}=K_{\theta} \ominus \mathcal{M}$. Then we claim that

$$
S_{\theta}\left(x S^{*} \theta+w\right)=x(\theta \overline{\theta(0)}-1) \theta(0)+S w
$$

for $x \in \mathbb{C}$ and $w \in \mathcal{N}$. Indeed, the orthogonal projection of $\theta-\theta(0)$ onto $K_{\theta}$ is easily seen to be $\theta \overline{\theta(0)} \theta(0)-\theta(0)$, and $S w \in K_{\theta}$ already, since if $h \in H^{2}(\mathbb{D})$ then $w$ is clearly orthogonal to each of $\theta(z)(h-h(0)) / z,(\theta-\theta(0)) h(0) / z$ and $\theta(0) h(0) / z$, and hence to their sum, namely $\theta(z) h(z) / z$.

We may define a unitary perturbation of $S_{\theta}$ by a rank-one operator, by the formula

$$
U_{\alpha}\left(x S^{*} \theta+w\right)=\alpha x(\overline{\theta(0)}-1)+S w
$$

where $\alpha$ is any complex number of modulus one. The extension of Proposition 3.1 to this case is straightforward, and will not be given separately.

Let us now consider the general case of the shift $S$ on $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$. Then, by the Beurling-Lax theorem, its $S$-invariant subspaces are given by the expression $\mathcal{M}_{\Theta}=\Theta H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)$, where $0 \leqslant r \leqslant m$, and $\Theta \in H^{\infty}\left(\mathcal{L}\left(\mathbb{C}^{r}, \mathbb{C}^{m}\right)\right)$ is inner, that is, $\Theta\left(\mathrm{e}^{\mathrm{i} t}\right)$ is an isometry for almost all $t \in[0,2 \pi]$ (see, for example, Section 3.1 of [13]). By analogy with the scalar case, we write $K_{\Theta}=H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right) \ominus \Theta H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)$, which is the general form of an $S^{*}$-invariant subspace of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, and let $S_{\Theta}$ be the compression of $S$ to $K_{\Theta}$.

In order to prove a generalization of Proposition 3.1, we need to begin with a finite-rank perturbation of $S_{\Theta}$ that is unitary. For simplicity we keep the assumption that $\Theta(0)=0$. We also consider only the non-degenerate case, $r=m$.

Let

$$
\mathcal{M}=\left(S^{*} \Theta\right) \mathbb{C}^{m}=\left\{\frac{\Theta(z)}{z} x: x \in \mathbb{C}^{m}\right\}
$$

noting that $\mathcal{M}$ is an $m$-dimensional subspace of $K_{\Theta}$, and let $\mathcal{N}=K_{\Theta} \ominus \mathcal{M}$. Then we claim that

$$
S_{\Theta}\left(S^{*} \Theta x+w\right)=S w
$$

for $x \in \mathbb{C}^{r}$ and $w \in \mathcal{N}$. This follows because the orthogonal projection of $\Theta x$ onto $K_{\Theta}$ is 0 , and $S w \in K_{\Theta}$ already, since if $H \in H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ then $w$ is clearly orthogonal to each of $\Theta(z)(H(z)-H(0)) / z$ and $\Theta(z) H(0) / z$, and hence to their sum, namely $\Theta(z) H(z) / z$.

We may define a rank- $m$ perturbation of $S_{\Theta}$ by

$$
\begin{equation*}
U_{A}\left(S^{*} \Theta x+w\right)=A x+S w \tag{3.3}
\end{equation*}
$$

where $A \in \mathcal{L}\left(\mathbb{C}^{m}, \mathbb{C}^{m}\right)$ is any unitary matrix. We may use $U_{A}$ to parametrize unitary perturbations of $S_{\Theta}$, as follows.

THEOREM 3.2. Let $\Theta \in H^{\infty}\left(\mathbb{D}, \mathcal{L}\left(\mathbb{C}^{m}\right)\right)$ be an inner function with $\Theta(0)=0$, let $K_{\Theta}=H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right) \ominus \Theta H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, and let $S_{\Theta}=P_{K_{\Theta}} S_{\mid K_{\Theta}}$. An operator $V \in \mathcal{L}\left(K_{\Theta}\right)$ is a unitary operator with $V-S_{\Theta}$ compact, if and only if there is an orthonormal sequence of vectors $\left(e_{n}\right)_{n \geqslant 1} \in K_{\Theta}$ and $\left(\alpha_{n}\right)_{n \geqslant 1} \subset \mathbb{T}$ such that $\lim _{n \rightarrow \infty} \alpha_{n}=1$ and

$$
\begin{equation*}
V-U_{A}=\sum_{n \geqslant 1}\left(\alpha_{n}-1\right) e_{n} \otimes U_{A}^{*}\left(e_{n}\right) \tag{3.4}
\end{equation*}
$$

where $U_{A}$ is the operator defined in (3.3). The operator $V-S_{\theta}$ has finite rank if and only if the sum in (3.4) has finitely many terms.

Proof. We claim that $U_{A}$ is unitary. It is an isometry, because it maps an orthogonal direct sum to an orthogonal direct sum, and it is isometric on each summand; it is surjective since any function $F$ in $K_{\theta}$ decomposes into $F(0)+z S^{*} F$, where $F(0) \in \mathbb{C}^{m}$ and $S^{*} F \in K_{\theta}$. Hence it is unitary. The result now follows from Proposition 2.2, because any compact (respectively, finite-rank) perturbation of $S_{\Theta}$ is a compact (respectively, finite-rank) perturbation of $U_{A}$.

## 4. NEARLY INVARIANT SUBSPACES IN $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$

Recall that for $F \in H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, the adjoint of the shift $S$ is given by:

$$
S^{*}(F)(z):=\frac{F(z)-F(0)}{z}
$$

DEFINITION 4.1. A subspace $\mathcal{F}$ of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ is said to be nearly $S^{*}$-invariant if $\mathcal{F}$ is closed, and if every element $F \in \mathcal{F}$ with $F(0)=0$ satisfies $S^{*} F \in \mathcal{F}$.

A preliminary question concerning a nearly $S^{*}$-invariant subspace is whether there exists $F \in \mathcal{F}$ such that $F(0) \neq 0$. Indeed, if $\mathcal{F} \subset z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ then by definition $\mathcal{F}$ is nearly $S^{*}$-invariant if and only if $\mathcal{F}$ is $S^{*}$-invariant.

Lemma 4.2. Let $\mathcal{F}$ be a nearly $S^{*}$-invariant subspace with $\mathcal{F} \subset z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$. Then $\mathcal{F}=\{0\}$.

Proof. Let $F \in \mathcal{F}$ have Taylor series $F(z)=\sum_{n \geqslant 0} a_{n} z^{n}$, with $\left(a_{n}\right) \in l^{2}\left(\mathbb{N}_{0}, \mathbb{C}^{m}\right)$, where $\mathbb{N}_{0}$ denotes the nonnegative integers. Since $F \in z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, we have $a_{0}=$ 0 . As $\mathcal{F}$ is nearly $S^{*}$-invariant, the function $G$ defined by $G(z)=F(z) / z=$ $\sum_{n \geqslant 0} a_{n+1} z^{n}$, belongs to $\mathcal{F}$. We conclude that $a_{1}=0$, and by induction we see that $a_{n}=0$ for every $n \geqslant 0$, and hence $\mathcal{F}=\{0\}$.

This lemma has an important consequence for what follows:
Corollary 4.3. If $\mathcal{F}$ is a nearly $S^{*}$-invariant subspace of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ and $\mathcal{F} \neq$ $\{0\}$, then

$$
1 \leqslant \operatorname{dim}\left(\mathcal{F} \ominus\left(\mathcal{F} \cap z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)\right)\right) \leqslant m
$$

Proof. By Lemma 4.2, $\mathcal{F}$ contains functions that do not vanish at 0 . Thus the space $\mathcal{W}=\mathcal{F} \ominus\left(\mathcal{F} \cap\left(z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)\right)\right.$ is nontrivial. Let $r=\operatorname{dim} \mathcal{W}$. For $i \in$ $\{1, \ldots, m\}$, let $F_{i}=P_{\mathcal{F}}\left(k_{0} e_{i}\right)$, where $P_{\mathcal{F}}$ is the orthogonal projection onto $\mathcal{F}$ and $k_{0}$ is the reproducing kernel at 0 . The functions $F_{i}$ are elements of $\mathcal{F} \ominus(\mathcal{F} \cap$ $z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ ), which generate this subspace. Indeed, if $G \in \mathcal{F}$ is orthogonal to all the $F_{i}$, then $G(0)=0$, and so $\left.G \in \mathcal{F} \cap z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)\right)$. Thus $\operatorname{dim} \mathcal{F} \ominus(\mathcal{F} \cap$ $\left.z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)\right) \leqslant m$ 。

In the remainder of this section, we are going to obtain a full description of nearly $S^{*}$-invariant subspaces. To do this we link them with $S^{*}$-invariant subspaces.

The following theorem is an adaptation to the vectorial case of Hitt's algorithm [10] and the operatorial version of Sarason [17].

THEOREM 4.4. Let $\mathcal{F}$ be a nearly $S^{*}$-invariant subspace of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ and let $\left(W_{1}, \ldots, W_{r}\right)$ be an orthonormal basis of $\mathcal{W}:=\mathcal{F} \ominus\left(\mathcal{F} \cap z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)\right)$.

Let $F_{0}$ be the $m \times r$ matrix whose columns are $W_{1}, \ldots, W_{r}$. Then there exists an isometric mapping

$$
\begin{equation*}
J: \mathcal{F} \longrightarrow \mathcal{F}^{\prime} \quad \text { given by } F_{0} G \longmapsto G \tag{4.1}
\end{equation*}
$$

where $\mathcal{F}^{\prime}:=\left\{G \in H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right): \exists F \in \mathcal{F}, F=F_{0} G\right\}$. Moreover $\mathcal{F}^{\prime}$ is $S^{*}$-invariant.
Proof. Let $P_{\mathcal{W}}$ denote the orthogonal projection of $\mathcal{F}$ onto $\mathcal{W}$. If $F \in \mathcal{F}$, then $P_{\mathcal{W}}(F)$ has the form $P_{\mathcal{W}}(F)(z)=a_{0,1} W_{1}(z)+\cdots+a_{0, r} W_{r}(z)$, and so

$$
\forall z \in \mathbb{D}, \quad F(z)=P_{\mathcal{W}}(F)(z)+F_{1}(z)=F_{0}\left(\begin{array}{c}
a_{0,1} \\
\vdots \\
a_{0, r}
\end{array}\right)+F_{1}(z)
$$

with $F_{1} \in \mathcal{F} \cap \mathcal{W}^{\perp}$. Moreover, since the family $\left\{W_{i}\right\}_{i=1, \ldots, r}$ forms an orthonormal basis of $\mathcal{W}$, we obtain the following identity between norms:

$$
\|F\|^{2}=\left|a_{0,1}\right|^{2}+\cdots+\left|a_{0, r}\right|^{2}+\left\|F_{1}\right\|^{2}=\left\|A_{0}\right\|^{2}+\left\|F_{1}\right\|^{2}
$$

where $A_{0}=\left(a_{0,1}, \ldots, a_{0, r}\right)^{\mathrm{t}}$.
By the definition of a nearly $S^{*}$-invariant subspace, the function $G_{1}:=S^{*} F_{1}$ lies in $\mathcal{M}$.

Thus we have $F=F_{0} a_{0}+S G_{1}$ and $\|F\|^{2}=\left\|A_{0}\right\|^{2}+\left\|G_{1}\right\|^{2}$. Noticing that $S G_{1}=F-F_{0} a_{0}=\left(\mathrm{Id}-\sum_{j=1}^{r} W_{j} \otimes W_{j}\right)(F)$, we deduce that

$$
G_{1}=S^{*}\left(\mathrm{Id}-\sum_{j=1}^{r} W_{j} \otimes W_{j}\right)(F)=R_{F_{0}}(F)
$$

where $R_{F_{0}}=S^{*}\left(\right.$ Id $\left.-\sum_{j=1}^{r} W_{j} \otimes W_{j}\right)$. It is clear that $\left\|R_{F_{0}}\right\| \leqslant 1$.

We proceed with $G_{1}$ as with $F$. By iterating we obtain

$$
\begin{equation*}
F(z)=F_{0}\left(A_{0} z+A_{1} z+\cdots+A_{k} z^{k}\right)+S^{k+1} R_{F_{0}}^{k+1}(F) \tag{4.2}
\end{equation*}
$$

with the following identity (using successive orthogonal projections):

$$
\begin{equation*}
\|F\|^{2}=\sum_{j=0}^{k}\left\|A_{j}\right\|^{2}+\left\|R_{F_{0}}^{k+1}(F)\right\|^{2} . \tag{4.3}
\end{equation*}
$$

The adjoint of $R_{F_{0}}$ is $S-\sum_{j=1}^{r} W_{j} \otimes S^{*} W_{j}$, which is of class $C_{.0}$, applying the second assertion of Proposition 2.1.

From (4.3), we have

$$
\sum_{j=0}^{N}\left\|A_{j}\right\|^{2} \leqslant\|F\|^{2} \quad \text { for all } N \in \mathbb{N} .
$$

Let $G \in H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)$ be given by $G(z)=\sum_{k=0}^{\infty} A_{k} z^{k}$. From equation (4.2) we have:

$$
F_{0}(z) G(z)-F_{0}(z)\left(A_{0}+A_{1} z+\cdots+A_{n} z^{n}\right)=S^{n+1} R_{F_{0}}^{n+1}(F)(z)
$$

Since $R_{F_{0}}$ is $C .0$, we see that $S^{n} R_{F_{0}}^{n+1}(F) \longrightarrow 0$ in $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ and hence in $H^{1}\left(\mathbb{D}, \mathbb{C}^{m}\right)$. Thus $F_{0} G=F$ in $H^{1}\left(\mathbb{D}, \mathbb{C}^{m}\right)$. By the uniqueness of the limit, since $F$ is in $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$, we deduce that $F_{0} G=F$ in $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$. We then have $F_{0} G=F$ with $G \in$ $H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)$. On the other hand, the expression (4.3) implies that

$$
\|F\|^{2}=\sum_{k=0}^{\infty}\left\|A_{k}\right\|^{2}=\|G\|^{2}
$$

The mapping $J$ is an isometry by the norm identity given above, and so $\mathcal{F}^{\prime}$ is a closed subspace of $H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)$, being the isometric image of a closed subspace.

It remains to show that $\mathcal{F}^{\prime}$ is $S^{*}$-invariant in $H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)$.
Let $G \in \mathcal{F}^{\prime}$. We know that there exists $F \in \mathcal{F}$ such that $F=F_{0} G$. Then, by construction, $F(z)=F_{0}(z) A_{0}+A_{1}(z)$ and $A_{0}=G(0)$. We obtain:

$$
\frac{1}{z}(G(z)-G(0))=\frac{G_{1}(z)}{z} \quad \text { where } F_{0} F_{1}=G_{1}
$$

Now $F_{1} \in \mathcal{F} \cap z H^{2}(\mathbb{D})$, and then $F_{1}(0)=0$. By the definition of a nearly $S^{*}$ invariant subspace, $z \mapsto F_{1}(z) / z \in \mathcal{F}$. Since $G_{1}(z) / z=S^{*} G(z)$, we have $S^{*} G \in$ $\mathcal{F}^{\prime}$, which proves that $\mathcal{F}^{\prime}$ is $S^{*}$-invariant.

COROLLARY 4.5. Let $\mathcal{F}$ be a nearly $S^{*}$-invariant subspace of $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ and let $\left(W_{1}, \ldots, W_{r}\right)$ be an orthonormal basis of $\mathcal{W}:=\mathcal{F} \ominus\left(\mathcal{F} \cap z H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)\right)$.

Let $F_{0}$ be the $m \times r$ matrix with columns $W_{1}, \ldots, W_{r}$. Then there exists an inner function $\Phi \in H^{\infty}\left(\mathbb{D}, \mathcal{L}\left(\mathbb{C}^{r^{\prime}}, \mathbb{C}^{r}\right)\right)$, which is unique up to unitary equivalence and vanishes at zero, such that

$$
\mathcal{F}=F_{0}\left(H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right) \ominus \Phi H^{2}\left(\mathbb{D}, \mathbb{C}^{r^{\prime}}\right)\right)
$$

Proof. By the preceding theorem, we have $\mathcal{F}=F_{0} \mathcal{F}^{\prime}$ with $\mathcal{F}^{\prime}$ an $S^{*}$-invariant subspace. By the corollary of the Beurling-Lax theorem, there exists $r^{\prime} \leqslant r$ and $\Phi=\left(\phi_{i j}\right) \in H^{\infty}\left(\mathbb{D}, \mathcal{L}\left(\mathbb{C}^{r^{\prime}}, \mathbb{C}^{r}\right)\right)$ inner, unique up to conjugation by a unitary matrix, such that

$$
\mathcal{F}^{\prime}=H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right) \ominus \Phi H^{2}\left(\mathbb{D}, \mathbb{C}^{r^{\prime}}\right)
$$

We claim that $\Phi$ vanishes at zero. Since for $i \in\{1, \ldots, r\}, V_{i} \in \mathcal{F}$, we have $V_{i}=$ $F e_{i}$ where $\left(e_{i}\right)_{i}$ is the standard basis of $\mathbb{C}^{r}$. As $e_{i} \in \mathcal{F}^{\prime}=H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right) \ominus \Phi H^{2}\left(\mathbb{D}, \mathbb{C}^{r^{\prime}}\right)$, the $e_{i}$ are orthogonal to $\Phi H^{2}\left(\mathbb{D}, \mathbb{C}^{r^{\prime}}\right)$, and then $\left\langle e_{i}, \Phi u_{j}\right\rangle_{H^{2}\left(\mathbb{D}, \mathbb{C}^{r}\right)}=0$ with $\left(u_{j}\right)$ the canonical basis of $\mathbb{C}^{r^{\prime}}$. It follows that $\phi_{i j}(0)=0$; then $\Phi$ vanishes at zero, which completes the proof of the corollary.

REMARK 4.6. Note that nearly $S^{*}$-invariant subspaces are linked to the problem of injectivity of Toeplitz operators. Indeed, suppose that $\Psi$ is a function in $L^{\infty}\left(\mathbb{T}, \mathbb{C}^{m \times m}\right)$ not identically equal to zero, such that the Toeplitz operator $T_{\Psi}$ on $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ has a nontrivial kernel. Then $\operatorname{ker} T_{\Psi}$ is a nontrivial nearly $S^{*}$-invariant subspace. Therefore, according to our previous result, it equals $T_{F_{0}} \mathcal{M}^{\prime}$ where $\mathcal{M}^{\prime}$ is a $S^{*}$-invariant subspace, containing the constant functions, and on which $F_{0}$ acts isometrically. In the scalar case, Sarason first noticed this link, providing an alternative proof of Hayashi's result [9].

REMARK 4.7. One further application of nearly $S^{*}$-invariant subspaces in the vectorial case is to adjoint multipliers. Let $B$ be a finite Blaschke product; then we can decompose $H^{2}(\mathbb{D})$ as the orthogonal direct sum

$$
H^{2}(\mathbb{D})=K_{B} \oplus B K_{B} \oplus B^{2} K_{B} \oplus \cdots
$$

where $K_{B}:=H^{2}(\mathbb{D}) \ominus B H^{2}(\mathbb{D})$ has finite dimension, say $m$. This is naturally unitarily equivalent to the orthogonal direct sum

$$
H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right) \simeq \mathbb{C}^{m} \oplus \mathbb{C}^{m} \oplus \mathbb{C}^{m} \oplus \cdots
$$

and moreover, the shift on $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ now corresponds to the operator $T$ of multiplication by $B$ on $H^{2}$.

Clearly, the adjoint operator $T^{*}$ is given by $T^{*} f=P_{H^{2}}(f / B)$ for $f \in H^{2}(\mathbb{D})$. Thus we can classify the nearly $T^{*}$-invariant subspaces (i.e., those $\mathcal{M}$ with the property that if $f \in \mathcal{M}$ and $f / B \in H^{2}(\mathbb{D})$ then $\left.f / B \in \mathcal{M}\right)$, by expressing them in terms of the nearly $S^{*}$-invariant subspaces, which we have already classified.

Note that $f \mapsto f / B$ is an $m$-pseudomultiplier in the sense of Agler and Young [1]. Adjoint multipliers on a more general $H^{2}\left(\mathbb{D}, \mathbb{C}^{m}\right)$ may be treated by a similar approach.

## 5. SIMPLY S-INVARIANT SUBSPACES OF $H^{2}\left(A, \mathbb{C}^{m}\right)$

Nearly $S^{*}$-invariant subspaces were first introduced in the study of simply $S$-invariant subspaces of $H^{2}(A)$ by Hitt, and also considered further by Sarason.

In the vectorial case there is the same link between the two concepts. If we let $\mathcal{M}$ be a simply $S$-invariant subspace, then for all $n \in \mathbb{Z}$, the subspace $\left\{z \mapsto G\left(r_{0} / z\right)\right.$ : $\left.G \in z^{-n} \mathcal{M} \cap H^{2}\left(\widehat{\mathbb{C}} \backslash r_{0} \overline{\mathbb{D}}, \mathbb{C}^{m}\right)\right\}$ is nearly $S^{*}$-invariant.

In the scalar case Aleman and Richter [2] derived the significant fact that $\operatorname{dim}(\mathcal{M} \ominus(S-\lambda \mathrm{Id}) \mathcal{M})=1$ for each simply $S$-invariant subspace $\mathcal{M} \subset H^{2}(A)$ and $\lambda \in r_{0} \mathbb{D}$. It is possible to extend this result to the vectorial case, as in the following theorem.

THEOREM 5.1. Let $\mathcal{M}$ be a nonzero simply S-invariant subspace of $H^{2}\left(A, \mathbb{C}^{m}\right)$. Then, for all $\lambda \in r_{0} \mathbb{D}$, there exists $r \in\{1, \ldots, m\}$ such that

$$
\operatorname{dim}(\mathcal{M} \ominus(S-\lambda \mathrm{Id}) \mathcal{M})=r
$$

Proof. For $H \in \mathcal{M}^{\perp}, F \in \mathcal{M}$ and $\lambda \in \mathbb{C} \backslash \partial A$, define

$$
T_{H}(F)(\lambda)=\left\langle\frac{F}{z-\lambda}, H\right\rangle=\frac{1}{2 \mathrm{i} \pi} \int_{\partial A} \frac{\langle F(z), H(z)\rangle_{\mathbb{C}^{m}}}{z-\lambda} \mathrm{d} z
$$

Obviously, $T_{H}(F)$ is analytic in $\mathbb{C} \backslash \partial A$. Moreover, for $|\lambda|>1$ and $z \in A$, since $1 /(z-\lambda)=-1 / \lambda \sum_{n \geqslant 0} z^{n} / \lambda^{n}$, it follows that $F /(z-\lambda) \in \mathcal{M}$ and thus $T_{H}(F)(\lambda)=0 \quad$ for all $\lambda \in \mathbb{C} \backslash \overline{\mathbb{D}}$. Using Proposition 2 and Lemma 14 of [15],

$$
\begin{equation*}
T_{H}(F) \in H^{r}(A) \quad \text { for all } r \in(0,1) \tag{5.1}
\end{equation*}
$$

since it is a Cauchy integral of a $L^{1}(\partial A)$ function. It also follows that $T_{H}(F) \in$ $H^{r}\left(r_{0} \mathbb{D}\right)$ for all $r \in(0,1)$. Another interesting property of $T_{H}(F)$ (cf. Proposition 2 in [15]) is the following:

$$
\begin{equation*}
T_{H}(F)^{+}(\xi)-T_{H}(F)^{-}(\xi)=\langle F(\xi), H(\xi)\rangle_{\mathbb{C}^{m}} \quad \text { a.e. } \tag{5.2}
\end{equation*}
$$

where $T_{H}(F)^{+}$and $T_{H}(F)^{-}$denote the limit from outside and from inside on each component of $\partial A$.

Now take $(m+1)$ functions $H_{1}, \ldots, H_{m+1}$ in $\mathcal{M}^{\perp}$ and $F_{1}, \ldots, F_{m+1}$ in $\mathcal{M}$, and then consider the following analytic determinant

$$
d(\lambda)=\operatorname{det}\left(T_{j, k}(\lambda)_{1 \leqslant j, k \leqslant m+1}\right)
$$

where $T_{j, k}=T_{H_{j}}\left(F_{k}\right)$. Obviously, $d(\lambda)=0$ for all $|\lambda|>1$ since $T_{j, k}(\lambda)=0$ for all $|\lambda|>1$. Now, since $T_{j, k}^{+}(\xi)=0$ a.e. on $\mathbb{T}$, by (5.2),

$$
T_{j, k}^{-}(\xi)=-\left\langle F_{k}(\xi), H_{j}(\xi)\right\rangle_{\mathbb{C}^{m}} \quad \text { a.e. on } \mathbb{T} .
$$

Note that, since the vectors $H_{1}(\xi), \ldots, H_{m+1}(\xi)$ are linearly dependent in $\mathbb{C}^{m}$, it follows that $\operatorname{det}\left(\left\langle F_{j}(\xi), H_{k}(\xi)\right\rangle_{\mathbb{C}^{m}}\right)_{1 \leqslant j, k \leqslant m+1}=0$. Therefore $d^{-}(\lambda)$, the limit from inside of $d(\lambda)$, vanishes almost everywhere on $\mathbb{T}$. Using (5.1), the function $d$ belongs at least to $\mathcal{N}(A)$, the Nevanlinna class of $A$, since it is a polynomial of functions in $H^{r}(A)$.

Using once more [15], p. 162 the function $d$ is zero on $A$. Using similar arguments we show that the function $d$ is also zero on $r_{0} \mathbb{D}$ for any choice of $H_{1}, \ldots, H_{m+1}$ in $\mathcal{M}^{\perp}$ and $F_{1}, \ldots, F_{m+1}$ in $\mathcal{M}$.

We obtain a contradiction if $\operatorname{dim}(\mathcal{M} \ominus(S-\lambda$ Id $) \mathcal{M}) \geqslant m+1$ as follows. Choose $F_{1} \perp(S-\lambda$ Id $) \mathcal{M}, F_{1} \neq 0$, and then, since $F_{1} /(z-\lambda) \notin \mathcal{M}$, take $H_{1} \neq 0$ such that $T_{1,1}(\lambda) \neq 0$. Now take $F_{2} \in \mathcal{M}$ such that $T_{1,2}(\lambda)=0$. This choice is possible since $\operatorname{dim}(\mathcal{M} \ominus(S-\lambda$ Id $) \mathcal{M}) \geqslant 2$. Then take $H_{2} \in \mathcal{M}^{\perp}$ such that $T_{2,2}(\lambda) \neq 0$. The next step consists in choosing $F_{3} \in \mathcal{M}$ such that $T_{1,3}(\lambda)=0=$ $T_{2,3}(\lambda)$. This is possible since $\operatorname{dim}(\mathcal{M} \ominus(S-\lambda$ Id $) \mathcal{M}) \geqslant 3$. Then take $H_{3} \in \mathcal{M}^{\perp}$ such that $T_{3,3}(\lambda) \neq 0$. We continue this way until we obtain $T_{j, m+1}(\lambda)=0$ for all $j<m+1$ and $T_{m+1, m+1}(\lambda) \neq 0$. Therefore $d(\lambda)=\prod_{j=1}^{m+1} T_{j, j}(\lambda)$, since the matrix $\left(T_{j, k}(\lambda)\right)_{1 \leqslant j, k \leqslant m+1}$ is upper triangular. We obtain this way $d(\lambda) \neq 0$, a contradiction.

REMARK 5.2. Let $\mathcal{M}$ be a nonzero simply $S$-invariant subspace. Using Theorem 4.5 in [5], $D_{S}(\mathcal{M})$, the smallest closed subspace containing $\mathcal{M}$ and invariant for $S$ and $S^{-1}$ has the form $H^{2}(\partial A) W_{1} \oplus^{\perp} \cdots \oplus^{\perp} H^{2}(\partial A) W_{r}$ for some $1 \leqslant r \leqslant m$ and $W_{1}, \ldots, W_{r}$ in $H^{\infty}\left(\partial A, \mathbb{C}^{m}\right)$ such that for each $k$ one has $\left\|W_{k}\right\|$ constant a.e. on each of $\mathbb{T}$ and $r_{0} \mathbb{T}$. In the particular case where $D_{S}(\mathcal{M})$ is singly generated, say $D_{S}(\mathcal{M})=H^{2}(\partial A) W$, it follows that $\mathcal{M}=\mathcal{N} W$, where $\mathcal{N}$ is a simply $S$ invariant subspace in $H^{2}(\partial A)$. Explicit expressions of simply $S$-invariant subspace in $H^{2}(\partial A)$ can be found in [10] and [2].

Acknowledgements. The authors are grateful to the EPSRC for financial support.

## REFERENCES

[1] J. Agler, N.J. Young, Functions which are almost multipliers of Hilbert function spaces, Proc. London Math. Soc. (3) 76(1998), 453-475.
[2] A. Aleman, S. Richter, Simply invariant subspaces of $H^{2}$ of some multiply connected regions, Integral Equations Operator Theory 24(1996), 127-155; Erratum, Ibid, 29(1997), 501-504.
[3] C. Benhida, D. Timotin, Functional models and finite-dimensional perturbations of the shift, Integral Equations Operator Theory 29(1997), 187-196.
[4] C. Benhida, D. Timotin, Finite rank perturbations of contractions, Integral Equations Operator Theory 36(2000), 253-268.
[5] I. Chalendar, N. Chevrot, J.R. Partington, Invariant subspaces for the shift on the vector-valued $L^{2}$ space of an annulus, J. Operator Theory 61(2009), 101-118.
[6] J.A. CimA, A.L. Matheson, W.T. Ross, The Cauchy Transform, Math. Surveys Monographs, vol. 125, Amer. Math. Soc., Providence, RI 2006.
[7] D.N. Clark, One dimensional perturbations of restricted shifts, J. Anal. Math. 25(1972), 169-191.
[8] S.R. Garcia, Conjugation and Clark operators, in Recent Advances in Operator-related Function Theory, Contemp. Math., vol. 393, Amer. Math. Soc., Providence, RI 2006, pp. 67-111.
[9] E. Hayashi, The kernel of a Toeplitz operator, Integral Equations Operator Theory 9(1986), 588-591.
[10] D. Hitt, Invariant subspaces of $\mathcal{H}^{2}$ of an annulus, Pacific J. Math. 134(1988), 101-120.
[11] Y. NAKAMURA, One-dimensional perturbations of the shift, Integral Equations Operator Theory 17(1993), 373-403, .
[12] N.K. Niкоl'skiĬ, Treatise on the Shift Operator, Grundlehren Math. Wiss., vol. 273, Springer-Verlag, Berlin 1986.
[13] J.R. Partington, Linear Operators and Linear Systems, London Math. Soc. Stud. Texts, vol. 60, Cambridge Univ. Press, Cambridge 2004.
[14] A. Poltoratski, D. Sarason, Aleksandrov-Clark measures, in Recent Advances in Operator-related Function Theory, Contemp. Math., vol. 393, Amer. Math. Soc., Providence, RI 2006, pp. 1-14.
[15] H.L. Royden, Invariant subspaces of $H^{p}$ for multiply connected regions, Pacific J. Math. 134(1988), 151-172.
[16] D. Sarason, The $H^{p}$ spaces of an annulus, Mem. Amer. Math. Soc. 56(1965).
[17] D. Sarason, Nearly invariant subspaces of the backward shift, in Contributions to Operator Theory and its Applications (Mesa, AZ, 1987), Oper. Theory Adv. Appl., vol. 35, Birkhäuser, Basel 1988, pp. 481-493.
[18] I. Serban, F. Turcu, Compact perturbations of isometries, Proc. Amer. Math. Soc. 135(2007), 1175-1180.
[19] D.V. YaKUbOVICH, Invariant subspaces of the operator of multiplication by $z$ in the space $E^{p}$ in a multiply connected domain, J. Soviet Math. 61(1992), 2046-2056.
I. CHALENDAR, Université de Lyon; Université Lyon 1; INSA de Lyon; Ecole Centrale de Lyon; CNRS, UMR5208, Institut Camille Jordan; 43 bld. du 11 novembre 1918, F-69622 Villeurbanne Cedex, France.

E-mail address: chalenda@math.univ-lyon1.fr
N. CHEVROT, Université de Lyon; Université Lyon 1; INSA de Lyon; Ecole Centrale de Lyon; CNRS, UMR5208, Institut Camille Jordan; 43 bld. du 11 novembre 1918, F-69622 Villeurbanne Cedex, France

E-mail address: chevrot@math.univ-lyon1.fr
J.R. PARTINGTON, School of Mathematics, University of Leeds, Leeds LS2 9JT, U.K.

E-mail address: J.R.Partington@leeds.ac.uk

