# WEYL SEQUENCES AND THE ESSENTIAL SPECTRUM OF SOME JACOBI OPERATORS 

MARCIN MOSZYŃSKI

Communicated by William Arveson


#### Abstract

This work is devoted to finding Weyl sequences for some Jacobi operators and, consequently, describing some of the essential spectra subsets. In particular we study those problems for perturbations of the Jacobi operators with the $k$-th weight given by $k^{\alpha}$ or by $k^{\alpha}+b_{k}$, where $\alpha \in(0 ; 1)$ and $\left\{b_{k}\right\}$ is a 2-periodic sequence.
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## 1. INTRODUCTION

The approximative spectrum method and its particular variant, Weyl sequences method, are elementary and, we can say, classical tools of spectral analysis. They can help in describing the spectrum and, respectively, the essential spectrum of operators. The price paid for the formal simplicity of those methods is that one can give no direct answer on some more delicate spectral questions, e.g., on absolute or singular continuity of the spectrum. Also "input information" on the operator sufficient to construct an approximative eigenvector is not so often accessible in practice. However, there are various examples of operators for which Weyl sequences can be constructed and the spectral information obtained in this way seems not to be easy to gain with the use of some "more advanced" methods. For Jacobi operators case we can mention for instance the results of [10], [11], [15].

This work is devoted to the problem of finding Weyl sequences for some special classes of Jacobi operators and, consequently, describing some subsets of their essential spectra.

We proceed here with the following idea. The construction of a Weyl sequence can be relatively simple, when we know something about the asymptotics
of a generalized eigenvector of the operator. Thus, as the first step, we consider such an operator $J_{0}$ and $\lambda \in \mathbb{R}$ for which such asymptotics is known. Then we construct a possibly large family of various Weyl sequences for $J_{0}$ and $\lambda$. In the second step we try to perturb $J_{0}$ by a Jacobi operator $P$ - we formulate some sufficient conditions for $P$ guaranteeing that one of Weyl sequences just constructed for $J_{0}$ is also a Weyl sequence for the perturbation $J$ of $J_{0}$ by $P$. Such method allows us to find Weyl sequences for quite "complicated" $J$, for which no asymptotic information on generalized eigenvectors is usually known. As we shall see, this method can often occur much more fruitful than the classical Weyl compact perturbation method for the essential spectrum.

This general idea is realized here for a class of Jacobi operators described in Theorem 5.8, the main result of this paper. It seems to work, in particular, in many cases where the various currently known spectral methods (e.g., subordination theory methods) cannot be used.

A special attention is devoted here to two particular cases. The first - when the weights $w_{0 k}$ of the unperturbed operator $J_{0}$ are given by $w_{0 k}=k^{\alpha}$, and the second - more general, when $w_{0 k}=k^{\alpha}+b_{k}$, where $\alpha \in(0 ; 1)$ and $\left\{b_{k}\right\}$ is a 2periodic sequence (see Corollaries 5.10 and 5.11). Note that some examples of the first case were studied in [10], and a construction of Weyl sequence similar to our construction was shown there.

The paper is organized as follows.
In Section 1 we give some more detailed description of the idea presented above, and we make an estimate for the Weyl sequences construction for $J_{0}$ (from the first step). We also find "the optimal construction" from the point of view of the chosen estimate (see Lemma 2.3 and Remarks 2.4).

The main results of Section 2 are Proposition 3.1 and Theorem 3.2. The first concerns asymptotics of generalized eigenvectors for such $J_{0}$ and $\lambda$, for which the transfer matrix sequence is in the so-called class $H$. The second result describes a certain family of Weyl sequences for the above $J_{0}$ and $\lambda$, this way closing the first step.

In Section 3 we check the $H$ class assumptions for the two examples of $J_{0}$ with the weights mentioned earlier.

Finally, Section 4 deals with the second step and it contains the main spectral results of the paper, the general, as well as some more particular ones.

Let us explain now some notation and terminology used in this paper. Sequences are denoted here in two ways: $\left\{x_{n}\right\}_{n \geqslant n_{0}}$ or $\{x(n)\}_{n \geqslant n_{0}}$. This second, "functional", way is used mostly for sequences which we treat as elements of some vector space, e.g. of $l(\mathbb{N})$ - the vector space of all complex sequences on $\mathbb{N}\left(0 \notin \mathbb{N}\right.$ here) or $l^{2}(\mathbb{N})$ - our fundamental Hilbert space of square-summable complex sequences on $\mathbb{N}$. When the starting subscript $n_{0}$ equals 1 and the choice of the letter used to denote the variable (index) is clear, then we often simplify the notation and write $\left\{x_{n}\right\}$ or $\{x(n)\}$. The symbol $\Delta$ denotes the discrete derivative of sequences, $(\Delta x)(n)=x(n+1)-x(n)$ for $x=\{x(n)\}_{n \geqslant n_{0}}$ and $n \geqslant n_{0}$. By $\rightarrow$
we denote the convergence of sequences in the usual sense, and by $\xrightarrow{\mathbf{W}}$ we denote the weak convergence of a sequence in a Hilbert space.

For a given real weight sequence $\left\{w_{k}\right\}$ and a real diagonal sequence $\left\{q_{k}\right\}$ we consider the Jacobi matrix

$$
\left(\begin{array}{ccccc}
q_{1} & w_{1} & & & \\
w_{1} & q_{2} & w_{2} & & \\
& w_{2} & q_{3} & w_{3} & \\
& & w_{3} & q_{4} & \ddots \\
& & & \ddots & \ddots
\end{array}\right),
$$

which we identify with the formal Jacobi operator $\mathcal{J}$ acting in $l(\mathbb{N})$. So, for any complex sequence $x=\{x(k)\}$

$$
\begin{equation*}
(\mathcal{J} x)(k):=w_{k-1} x(k-1)+q_{k} x(k)+w_{k} x(k+1), \quad k \in \mathbb{N}, \tag{1.1}
\end{equation*}
$$

with the convention that $w_{k}=x(k)=0$, if $k<1$. As usual, the Jacobi operator $J$ is the appropriate maximal operator acting in $l^{2}(\mathbb{N})$, i.e., the restriction of the formal operator $\mathcal{J}$ to the maximal domain $D(J):=\left\{x \in l^{2}(\mathbb{N}): \mathcal{J} x \in l^{2}(\mathbb{N})\right\}$.

As it has just been announced, we shall usually denote by $J_{0}$ a Jacobi operator treated as ,,unperturbed" operator, and by $J$, a perturbation of $J_{0}$. The weight and diagonal sequences for $J_{0}$ will be denoted by $\left\{w_{0 k}\right\}$ and $\left\{q_{0 k}\right\}$, respectively, and the appropriate formal Jacobi operator, by $\mathcal{J}_{0}$.

We use the symbol $\asymp$ to express the possibility of the global mutual estimate between two functions, i.e., for some set $Y$ and $f, g: Y \rightarrow \mathbb{C}$ we write $f \asymp g$ if and only if there exist two constants $0<c<C<+\infty$ such that for any $y \in Y$

$$
c<\left|\frac{f(y)}{g(y)}\right|<C .
$$

We shall use also " $f(y) \asymp g(y), y \ldots$ " to express the above condition for the functions restricted to the set of $y$ satisfying the condition "...", or simply " $f(y) \asymp$ $g(y)$ ", when the choice of $Y$ is clear (e.g., sometimes we shall write $a_{k} \asymp b_{k}$, omitting " $k \in \mathbb{N}^{\prime \prime}$ ).

## 2. INITIAL IDEAS AND ESTIMATES FOR $J_{0}$

We present here a general idea how to find Weyl sequences for some Jacobi operators, and we show some preliminary estimates, which could help in practical use of this idea.

Let us start with recalling the main definitions and abstract spectral results. Let $A$ be a linear operator acting in Banach space $X$ with the domain $D(A)$, let $\lambda \in \mathbb{C}$, and let $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ be a sequence of non-zero vectors from $D(A)$. We call $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ approximative eigenvector for $A$ and $\lambda$ if and only if $\left\|(A-\lambda) f_{n}\right\| /\left\|f_{n}\right\| \rightarrow$ 0 . By a Weyl sequence for $A$ and $\lambda$ we call an approximative eigenvector $\left\{f_{n}\right\}_{n \geqslant n_{0}}$,
such that $f_{n} /\left\|f_{n}\right\| \xrightarrow{\mathrm{w}} 0$. We shall use the following classical results (for (ii) see, e.g., Chapter IX of [2]).

Proposition 2.1. Let $X$ be a Hilbert space and $A$ a self-adjoint operator in $X$. Then:
(i) $\lambda \in \sigma(A)$ if and only if there exists an approximative eigenvector for $A$ and $\lambda$;
(ii) $\lambda \in \sigma_{\text {ess }}(A)$ if and only if there exists a Weyl sequence for $A$ and $\lambda$.

Our general idea is the following. We consider an "unperturbed" Jacobi operator $J_{0}$ and its generalized eigenvector $u$ for some $\lambda \in \mathbb{R}$, i.e., $u=\{u(k)\}_{k \geqslant 1} \in$ $l(\mathbb{N})$ satisfying

$$
\begin{equation*}
\left(\left(\mathcal{J}_{0}-\lambda\right) u\right)(k)=0, \quad k \geqslant 2 . \tag{2.1}
\end{equation*}
$$

The assumption that $J_{0}$ is ,,unperturbed" means also that it is „not very complicated", so that we can find some asymptotic information on the sequence $u$. Having the above, we make two steps.

Step 1 . We construct a wide family of Weyl sequences for $J_{0}$ and $\lambda$ by modifying the generalized eigenvector $u$.

Step 2. We find some conditions on a perturbing Jacobi operator $P$ guaranteeing that there exists such an element of the family constructed in Step 1, which is a Weyl sequence also for the Jacobi operator $J$ formally equal to ${ }^{\prime} J_{0}+P^{\prime \prime}$. Roughly speaking, such an operator $P$ has to be „small" on one of Weyl sequences from the above family.

To make Step 1, we shall search first for an approximative eigenvector $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ of the form $f_{n}=\varphi_{n} \cdot u$, where $\left\{\varphi_{n}\right\}_{n \geqslant n_{0}}$ is an appropriately chosen ,"modifying function sequence" with terms in $l(\mathbb{N})$. Let us omit for a moment the dependence on the subscript $n$, and consider only one modifying function $\varphi=\{\varphi(k)\}_{k \geqslant 1} \in l(\mathbb{N})$. It can be easily calculated that

$$
\begin{equation*}
\left(\mathcal{J}_{0}-\lambda\right)(\varphi \cdot u)=\varphi \cdot\left[\left(\mathcal{J}_{0}-\lambda\right) u\right]+M_{\varphi} u \tag{2.2}
\end{equation*}
$$

where $M_{\varphi}: l(\mathbb{N}) \rightarrow l(\mathbb{N})$ is the linear operator given by the matrix

$$
\left(\begin{array}{ccccc}
0 & \alpha(1) & & & \\
-\alpha(1) & 0 & \alpha(2) & & \\
& -\alpha(2) & 0 & \alpha(3) & \\
& & -\alpha(3) & 0 & \ddots \\
& & & \ddots & \ddots
\end{array}\right),
$$

with $\alpha=\{\alpha(k)\}$ defined by

$$
\alpha(k):=(\Delta \varphi)(k) w_{0 k}, \quad k \in \mathbb{N}
$$

We shall call $\alpha$ the weight sequence of $M_{\varphi}$. Observe, that $\alpha$ is simply the product of the weight sequence of $J_{0}$ and $\Delta \varphi$, so, in particular, it is not dependent on $u, \lambda$
and on the diagonal sequence of $J_{0}$. The formula (2.2) is very convenient for our goal, since by (2.1) we have

$$
\begin{equation*}
\left(\left(\mathcal{J}_{0}-\lambda\right)(\varphi \cdot u)\right)(k)=\left(M_{\varphi} u\right)(k) \tag{2.3}
\end{equation*}
$$

for any $k \geqslant 2$.
For $\varphi$ such that $0<\|\varphi \cdot u\|<+\infty$ we denote

$$
\rho(\varphi):=\frac{\left\|\left(\mathcal{J}_{0}-\lambda\right)(\varphi \cdot u)\right\|^{2}}{\|\varphi \cdot u\|^{2}}, \quad \widetilde{\rho}(\varphi):=\frac{\left\|M_{\varphi} u\right\|^{2}}{\|\varphi \cdot u\|^{2}} .
$$

By (2.3)

$$
\begin{equation*}
\rho(\varphi)-\widetilde{\rho}(\varphi)=\frac{\left|\varphi(1) \tau+w_{01}(\Delta \varphi)(1) u(2)\right|^{2}-\left|w_{01}(\Delta \varphi)(1) u(2)\right|^{2}}{\|\varphi \cdot u\|^{2}} \tag{2.4}
\end{equation*}
$$

where $\tau=\left(\left(\mathcal{J}_{0}-\lambda\right) u\right)(1)$. By definition, to get an approximative eigenvector $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ of the form $f_{n}=\varphi_{n} \cdot u$ it is enough to find $\left\{\varphi_{n}\right\}_{n \geqslant n_{0}}$ satisfying

$$
\begin{equation*}
\rho\left(\varphi_{n}\right) \rightarrow 0 \tag{2.5}
\end{equation*}
$$

(note, that $f_{n} \in D\left(J_{0}\right)$ automatically, since both $f_{n}$ and $\left(\mathcal{J}_{0}-\lambda\right) f_{n}$ are in $l^{2}(\mathbb{N})$ in such case). Using (2.4) we see, that under the extra assumption

$$
\begin{equation*}
\varphi_{n}(1)=\varphi_{n}(2)=0 \quad \text { for } n \text { large enough } \tag{2.6}
\end{equation*}
$$

one can replace (2.5) by

$$
\begin{equation*}
\widetilde{\rho}\left(\varphi_{n}\right) \rightarrow 0 \tag{2.7}
\end{equation*}
$$

(note that (2.5) and (2.7) are equivalent under some weaker assumptions, which could be easily formulated using (2.4)).

Let us formulate now a lemma containing our basic estimate for $\widetilde{\rho}$. For $d \in \mathbb{N}$ denote by $F_{d}$ the function defined as follows: $F_{d}: \mathbb{R}^{d+1} \backslash\{0\} \rightarrow \mathbb{R}$,

$$
F_{d}(t):=\frac{t_{0}^{2}+\sum_{k=1}^{d}\left(t_{k}-t_{k-1}\right)^{2}+t_{d}^{2}}{\sum_{k=0}^{d} t_{k}^{2}}, \quad t=\left(t_{0}, \ldots, t_{d}\right)
$$

Lemma 2.2. Let $u, \varphi \in l(\mathbb{N})$ with $\varphi$ being real.
(i) If a non-negative scalar sequence $\left\{\eta_{k}\right\}$ and a constant $0 \leqslant C<+\infty$ are such, that

$$
\begin{equation*}
\left|w_{0 k}\right|(|u(k)|+|u(k+1)|) \leqslant C \eta_{k}, \quad k \in \mathbb{N}, \tag{2.8}
\end{equation*}
$$

then

$$
\left\|M_{\varphi} u\right\|^{2} \leqslant 2 C^{2} \sum_{k=1}^{+\infty}|(\Delta \varphi)(k)|^{2} \eta_{k}^{2}
$$

(ii) If a non-negative scalar sequence $\left\{\xi_{k}\right\}_{k \geqslant l_{0}}$ and a constant $0<c<+\infty$ are such, that

$$
\begin{equation*}
|u(k)| \geqslant c \xi_{k,} \quad k \geqslant l_{0} \tag{2.9}
\end{equation*}
$$

then

$$
\|\varphi \cdot u\|^{2} \geqslant c^{2} \sum_{k \geqslant l_{0}}|\varphi(k)|^{2} \tilde{\xi}_{k}^{2}
$$

(iii) Suppose that the assumptions of the parts (i) and (ii) hold. If moreover $\left\{\eta_{k}\right\}$ is increasing, $\left\{\xi_{k}\right\}_{k \geqslant l_{0}}$ is decreasing, $\varphi \neq 0$, and $\operatorname{supp} \varphi \subset I$, where $I=[p ; p+d] \cap \mathbb{N}$ for some $p, d \in \mathbb{N}$ such that $p \geqslant \max \left\{2 ; l_{0}\right\}$, then

$$
\begin{equation*}
\widetilde{\rho}(\varphi) \leqslant \frac{2 C^{2}}{c^{2}}\left(\frac{\eta_{p+d}}{\xi_{p+d}}\right)^{2} F_{d}(\varphi(p), \ldots, \varphi(p+d)) \tag{2.10}
\end{equation*}
$$

Proof. To prove (i) we use $|a+b|^{2} \leqslant 2\left(|a|^{2}+|b|^{2}\right)$, and we obtain

$$
\begin{aligned}
\left\|M_{\varphi} u\right\|^{2} & =\left|(\Delta \varphi)(1) w_{01} u(2)\right|^{2}+\sum_{k=2}^{+\infty}\left|-(\Delta \varphi)(k-1) w_{0(k-1)} u(k+1)+(\Delta \varphi)(k) w_{0 k} u(k+1)\right|^{2} \\
& \leqslant 2 \sum_{k=1}^{+\infty}\left|(\Delta \varphi)(k) w_{0 k} u(k)\right|^{2}+2 \sum_{k=1}^{+\infty}\left|(\Delta \varphi)(k) w_{0 k} u(k+1)\right|^{2} \leqslant 2 C^{2} \sum_{k=1}^{+\infty}|(\Delta \varphi)(k)|^{2} \eta_{k}^{2} .
\end{aligned}
$$

The part (ii) is obvious. To obtain the part (iii), using (i) and (ii) we estimate

$$
\widetilde{\rho}(\varphi) \leqslant \frac{2 C^{2}}{c^{2}} \frac{\sum_{k=p-1}^{p+d}|(\Delta \varphi)(k)|^{2} \eta_{k}^{2}}{\sum_{k=p}^{p+d}|\varphi(k)|^{2} \tilde{\zeta}_{k}^{2}}
$$

Now, by the monotonicity of both estimating sequences, we get the assertion.
Certainly the estimates leading to the result (iii) above for some choices of $J_{0}, u, \varphi$ can be far from optimal. Nevertheless, for many interesting cases they are good enough, and moreover, the final result, the RHS of (2.10), has a rather simple form. In particular, the function $F_{d}$ depends only on the number $d$ being the length of the interval $I$ supporting the modifying function $\varphi$. If we want to base our search on this result, we should only optimize the choice of $\varphi$ for any given $d$ (i.e., find the inf of the values of $F_{d}$ ).

LEMMA 2.3. The function $F_{d}$ reaches its infimum on the unit sphere $S_{d}=\{t \in$ $\left.\mathbb{R}^{d+1}: \sum_{k=0}^{d} t_{k}^{2}=1\right\}$ and this infimum equals $2-2 \cos (\pi /(d+2))$.

Proof. $F_{d}$ is a continuous homogeneous function of degree 0 , so the infimum of its values is reached on the unit sphere $S_{d}$. For $t \in S_{d}$ we have

$$
\begin{aligned}
F_{d}(t) & =t_{0}^{2}+\sum_{k=1}^{d}\left(t_{k}^{2}-2 t_{k-1} t_{k}+t_{k-1}^{2}\right)+t_{d}^{2}=2-2 \sum_{k=1}^{d} t_{k-1} t_{k} \\
& =2-\left(\sum_{k=1}^{d} t_{k-1} t_{k}+\sum_{k=0}^{d-1} t_{k+1} t_{k}\right)=2-\left\langle H_{d+1} t, t\right\rangle
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle$ denotes the scalar product in $\mathbb{R}^{d+1}$ and $H_{d+1}$ is the discrete free Shrödinger operator in $\mathbb{R}^{d+1}$, i.e., it is the operator given by the $(d+1) \times(d+1)$ matrix

$$
\left(\begin{array}{ccccc}
0 & 1 & & & \\
1 & 0 & 1 & & \\
& 1 & 0 & \ddots & \\
& & \ddots & \ddots & 1 \\
& & & 1 & 0
\end{array}\right)
$$

Hence

$$
\inf _{t \in S_{d}} F_{d}(t)=2-\sup _{t \in S_{d}}\left\langle H_{d+1} t, t\right\rangle=2-\mu\left(H_{d+1}\right)
$$

where $\mu\left(H_{d+1}\right)$ is the maximal eigenvalue of $H_{d+1}$, which equals to $2 \cos (\pi /(d+2))$ (see e.g. [3], [4]).

REMARKS 2.4. (i) The exact value $2-2 \cos (\pi /(d+2))$ of the minimum for $F_{d}$ is not very important for us. In fact, the information that

$$
\begin{equation*}
\min _{t \in S_{d}} F_{d}(t) \asymp \frac{1}{d^{2}}, \quad d \in \mathbb{N} \tag{2.11}
\end{equation*}
$$

can be more convenient.
(ii) It is not necessary to choose the optimal $t=\left(t_{0} \ldots, t_{d}\right)$ (i.e., $t$ with the minimal value of $\left.F_{d}(t)\right)$ for the entries $(\varphi(p), \ldots, \varphi(p+d))$ (from the part (iii) of Lemma 2.2). A commonly used choice is the following "triangle choice":

$$
t_{0}=t_{k}-t_{k-1}=t_{d-k}-t_{d-k+1}=t_{d}=v, \quad k=1, \ldots,\left[\frac{d}{2}\right]
$$

where $v$ is an arbitrary positive number. Let us denote the above $t \in \mathbb{R}^{d+1}$ by $t$ trig $_{d}$ (e.g., with $v{\text { such that } t_{\text {trig }}^{d}}^{\in} S_{d}$ ). One can easily check that for our purposes this choice is not worse than the optimal one, since we also have $F_{d}\left(t_{\text {trig }}^{d}\right) ~ \asymp ~$ $1 / d^{2}, d \in \mathbb{N}$. Such "triangle choice" for Weyl sequence construction can be found for instance in [10], [11].
(iii) In the part (iii) of Lemma 2.2 it is assumed that $\left\{\eta_{k}\right\}$ is increasing and $\left\{\xi_{k}\right\}_{k \geqslant l_{0}}$ is decreasing. Observe, that assuming other kinds of monotonicity for these two sequences we shall also obtain some estimates similar to (2.10), with slightly changed part ' $\left(\eta_{p+d} / \xi_{p+d}\right)$ '.

Summing up the above two lemmas and Remark 2.4(i) we immediately obtain the following general result concerning the existence of approximative eigenvector $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ (for the unperturbed Jacobi operator $J_{0}$ ) determined by a modifying function sequence $\left\{\varphi_{n}\right\}_{n \geqslant n_{0}}$ with $\operatorname{supp} \varphi_{n} \subset I_{n}$, where

$$
\begin{equation*}
I_{n}=\left[p_{n} ; p_{n}+d_{n}\right] \cap \mathbb{N} \tag{2.12}
\end{equation*}
$$

for some $p_{n}, d_{n} \in \mathbb{N}$.

Proposition 2.5. Let $u$ be a generalized eigenvector for $J_{0}$ and $\lambda \in \mathbb{R}$. Assume that a non-negative increasing scalar sequence $\left\{\eta_{k}\right\}$, a positive decreasing scalar sequence $\left\{\xi_{k}\right\}_{k \geqslant l_{0}}$ and sequences $\left\{p_{n}\right\}_{n \geqslant n_{0}},\left\{d_{n}\right\}_{n \geqslant n_{0}}$ of natural numbers with $p_{n} \geqslant \max \left\{2 ; l_{0}\right\}$ for large $n$, are such that (2.8), (2.9) hold with some positive constants $c, C$ and

$$
\begin{equation*}
\frac{\eta_{p_{n}+d_{n}}}{d_{n} \xi_{p_{n}+d_{n}}} \rightarrow 0 . \tag{2.13}
\end{equation*}
$$

Then there exists an approximative eigenvector $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ for $J_{0}$ and $\lambda$ such that $\left\|f_{n}\right\|=1$ and $\operatorname{supp} f_{n} \subset I_{n}$ for $n \geqslant n_{0}$, where $I_{n}$ is given by (2.12). If, moreover, $p_{n} \rightarrow+\infty$, then the above $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ is a Weyl sequence for $J_{0}$ and $\lambda$.

Proof. We only need to prove the last sentence of the assertion, i.e., that $f_{n} \xrightarrow{\mathrm{w}} 0$. And this follows from the well-known criterion of week convergence in Hilbert space (see, e.g., [14]).

REMARKS 2.6. (i) By Remark 2.4(ii), constructing the modifying function sequence $\left\{\varphi_{n}\right\}_{n \geqslant n_{0}}$ we can choose the entries from $t_{\text {trig }}^{d_{n}}$ for the values of $\varphi_{n}$ on $I_{n}$ instead of making the ,"optimal" choice.
(ii) We do not need the assumption on self-adjointness of $J_{0}$, until we do not claim any spectral consequences of the existence of the approximative eigenvector. When we assume also that $J_{0}$ is self-adjoint, then by Proposition 2.1 we get $\lambda \in \sigma\left(J_{0}\right)$ (and $\lambda \in \sigma_{\text {ess }}\left(J_{0}\right)$ if $\left.p_{n} \rightarrow+\infty\right)$.

## 3. PARTICULAR RESULTS FOR H CLASS

In this section we show a particular case of Proposition 2.5 being very convenient for some applications. The extra assumption we shall make is that the sequence of transfer matrices for $J_{0}$ and $\lambda$ belongs to the $H$ class (see, e.g., [12], [13]). Recall that the transfer matrix $B_{k}(\lambda)$ for $J_{0}$ and $\lambda$ is given for $k \geqslant 2$ by

$$
B_{k}(\lambda):=\left(\begin{array}{cc}
0 & 1  \tag{3.1}\\
-\frac{w_{0(k-1)}}{w_{0 k}} & \frac{\lambda-q_{0 k}}{w_{0 k}}
\end{array}\right)
$$

if the weights satisfy

$$
\begin{equation*}
w_{0 k} \neq 0, \quad k \in \mathbb{N} \tag{3.2}
\end{equation*}
$$

Recall also that a sequence $\left\{C_{k}\right\}_{k \geqslant k_{0}}$ of complex $2 \times 2$ matrices is in the $H$ class if and only if there exists $0<M<+\infty$ such that

$$
\begin{equation*}
\left\|\prod_{j=k_{0}}^{k} C_{j}\right\|^{2} \leqslant M \prod_{j=k_{0}}^{k}\left|\operatorname{det} C_{j}\right|, \quad k \geqslant k_{0} \tag{3.3}
\end{equation*}
$$

(in this paper $\prod_{j=m}^{n} A_{j}$ denotes $A_{n} \cdots A_{m}$ if $n>m$; if $n=m$ it equals $A_{m}$, and if $n<m$ it equals $I$ ). This class is a convenient tool to study the absolutely
continuous part of some Jacobi operators. For some "typical situations", if $\lambda \in \mathbb{R}$ and $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in H$, then $\lambda \in \sigma_{\text {ac }}\left(J_{0}\right)$. More details concerning $H$ class can be found in [12], [13], in particular, several criteria containing sufficient conditions for belonging to $H$ class.

Let us begin here with a result showing that the assumption $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in$ $H$ has important asymptotic consequences for generalized eigenvectors.

Proposition 3.1. If (3.2) holds, $\lambda \in \mathbb{C}$, and $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in H$, then for any non-zero generalized eigenvector $u$ for $J_{0}$ and $\lambda$

$$
\begin{equation*}
|u(k)|^{2}+|u(k+1)|^{2} \asymp w_{0 k}^{-1}, \quad k \in \mathbb{N} . \tag{3.4}
\end{equation*}
$$

If, moreover, $\lambda \in \mathbb{R}$ and

$$
\operatorname{det}\left(\begin{array}{ll}
u(1) & \overline{u(1)} \\
u(2) & \overline{u(2)}
\end{array}\right) \neq 0
$$

then there exists a constant $c>0$ such that

$$
\begin{equation*}
|u(k)| \geqslant c\left|w_{0 k}\right|^{-1 / 2}, \quad k \in \mathbb{N} \tag{3.5}
\end{equation*}
$$

Note, that in general (3.5) does not follow from (3.4), which gives some estimates from below only for $|u(k)|,|u(k+1)|$ "being together". Typical initial conditions satisfying the extra condition above are $u(1)=1, u(2)=i$.

Proof. Denote

$$
\Phi_{k}:=\prod_{j=2}^{k} B_{j}(\lambda)
$$

We have

$$
\begin{equation*}
\binom{u(k)}{u(k+1)}=\Phi_{k}\binom{u(1)}{u(2)}, \quad k \geqslant 2 \tag{3.6}
\end{equation*}
$$

and hence, by the definition of $H$ class, for any $k \geqslant 2$

$$
|u(k)|^{2}+|u(k+1)|^{2} \leqslant C_{1}\left\|\Phi_{k}\right\|^{2} \leqslant C_{2} \prod_{j=2}^{k}\left|\operatorname{det} B_{j}(\lambda)\right|=C_{2} \prod_{j=2}^{k}\left|\frac{w_{0(j-1)}}{w_{0 j}}\right|=C_{3}\left|w_{0 k}\right|^{-1}
$$

with some positive constants $C_{1}, C_{2}, C_{3}$. To get an estimate from below, let us observe first that by the explicit formula for the inverse matrix the following general result holds for $2 \times 2$ matrices:

$$
\begin{equation*}
\left\|A^{-1}\right\| \asymp|\operatorname{det} A|^{-1}\|A\|, \quad A \in \operatorname{Inv}(2) \tag{3.7}
\end{equation*}
$$

where $\operatorname{Inv}(2)$ denotes the set of invertible $2 \times 2$ complex matrices. Now, by (3.6), by " $\|A x\| \geqslant\|x\| /\left\|A^{-1}\right\|$ " and by (3.7) we have

$$
|u(k)|^{2}+|u(k+1)|^{2}=\left\|\Phi_{k}\binom{u(1)}{u(2)}\right\|^{2} \geqslant \frac{C_{4}}{\left\|\Phi_{k}^{-1}\right\|^{2}} \geqslant C_{5}\left(\frac{\left|\operatorname{det} \Phi_{k}\right|}{\left\|\Phi_{k}\right\|}\right)^{2} \geqslant \cdots
$$

and continuing with the use of the definition of $H$ class again

$$
\cdots \geqslant C_{7}\left|\operatorname{det} \Phi_{k}\right|=C_{8}\left|w_{0 k}\right|^{-1}
$$

for any $k \geqslant 2$, with some positive constants $C_{4}, \ldots, C_{8}$.
To prove the second part of the lemma, observe that since $\lambda \in \mathbb{R}$ and the weights and the diagonals are real, the sequence $\bar{u}$ is also a generalized eigenvector for $J_{0}$ and $\lambda$. So, we have

$$
\left(\begin{array}{cc}
u(k) & \overline{u(k)} \\
u(k+1) & \overline{u(k+1)}
\end{array}\right)=B_{k}(\lambda)\left(\begin{array}{cc}
u(k-1) & \overline{u(k-1)} \\
u(k) & \overline{u(k)}
\end{array}\right) .
$$

Thus, denoting $z_{k}=u(k+1) \overline{u(k)}$ and computing the determinants of both sides above, we get $w_{0 k} \operatorname{Im} z_{k}=w_{0(k-1)} \operatorname{Im} z_{(k-1)}$ for any $k \geqslant 2$, which means that $w_{0 k} \operatorname{Im} z_{k}$ does not depend on $k$. Moreover, by the assumption on the initial conditions, the constant value $C^{\prime}$ of $w_{0 k} \operatorname{Im} z_{k}$ is non-zero. We have

$$
|u(k+1)||u(k)|=\left|z_{k}\right| \geqslant\left|\operatorname{Im} z_{k}\right|=\frac{\left|C^{\prime}\right|}{\left|w_{0 k}\right|}
$$

(in particular $u(k+1), u(k)$ are non-zero), and by the first part of the lemma

$$
|u(k+1)| \leqslant \frac{C^{\prime \prime}}{\sqrt{\left|w_{0 k}\right|}}
$$

for any $k \in \mathbb{N}$, with a positive constant $C^{\prime \prime}$. Hence

$$
|u(k)| \geqslant \frac{\left|C^{\prime}\right|}{\left|w_{0 k}\right||u(k+1)|} \geqslant \frac{\left|C^{\prime}\right| \sqrt{\left|w_{0 k}\right|}}{C^{\prime \prime}\left|w_{0 k}\right|}=\frac{\left|C^{\prime}\right|}{C^{\prime \prime}}\left|w_{0 k}\right|^{-1 / 2}, \quad k \in \mathbb{N} .
$$

We are ready now to formulate the main result of our Step 1.
THEOREM 3.2. Suppose that $W: \mathbb{N} \rightarrow \mathbb{R}_{+}$is an increasing function satisfying

$$
w_{0 k} \asymp W(k), \quad k \in \mathbb{N},
$$

and that (3.2) holds. Assume also that $\lambda \in \mathbb{R}$ and $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in H$.
Then for any pair of sequences $\left\{p_{n}\right\}_{n \geqslant n_{0}},\left\{d_{n}\right\}_{n \geqslant n_{0}}$ of natural numbers satisfying $p_{n} \rightarrow+\infty$ and

$$
\begin{equation*}
\frac{W\left(p_{n}+d_{n}\right)}{d_{n}} \rightarrow 0 \tag{3.8}
\end{equation*}
$$

there exists a Weyl sequence $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ for $J_{0}$ and $\lambda$ such that $\left\|f_{n}\right\|=1$ and $\operatorname{supp} f_{n} \subset I_{n}$ for $n \geqslant n_{0}$, where $I_{n}$ is given by (2.12).

Proof. Let us consider the generalized eigenvector $u$ for $J_{0}$ and $\lambda$ with the initial conditions $u(1)=1, u(2)=i$. By Proposition 3.1 (note that (3.2) holds by $w_{0 k} \asymp W(k)$ ) we have

$$
\left|w_{0 k}\right|(|u(k)|+|u(k+1)|) \leqslant C \sqrt{\left|w_{0 k}\right|} \leqslant C^{\prime} \sqrt{W(k)}
$$

and

$$
|u(k)| \geqslant \frac{c}{\sqrt{\left|w_{0 k}\right|}} \geqslant \frac{c^{\prime}}{\sqrt{W(k)}}
$$

for any $k \in \mathbb{N}$ with some positive constants $c, C, c^{\prime}, C^{\prime}$. Now we can use Proposition 2.5, taking monotonic $\left\{\eta_{k}\right\},\left\{\xi_{k}\right\}_{k} \geqslant l_{0}$ with $l_{0}=1$ and

$$
\eta_{k}=\sqrt{W(k)}, \quad \xi_{k}=\frac{1}{\sqrt{W(k)}}
$$

and we obtain our assertion.
REMARK 3.3. Suppose that $J_{0}$ is self-adjoint and that the assumptions of the above theorem hold. Then for "typical situations" $\lambda \in \sigma_{\text {ac }}\left(J_{0}\right)$, as it has already been mentioned. In particular $\lambda \in \sigma_{\text {ess }}\left(J_{0}\right)$, and thus the spectral consequence of Theorem 3.2 (see also Remarks 2.6(ii)) is not very interesting in fact. Yet, the main goal of this theorem is not this kind of spectral information, but exactly the information about the existence of many Weyl sequences satisfying some special "support" conditions.

## 4. TWO EXAMPLES

We show here two non-trivial examples of classes of Jacobi operators for which Theorem 3.2 can be used.

For a sequence $a=\left\{a_{k}\right\}_{k \geqslant k_{0}}$ of elements of a normed space (e.g., for a scalar or matrix sequence) we write $a \in D^{1}$ (or $a$ is $a D^{1}$ sequence) if and only if $\Delta a \in l^{1}$ (we use the same symbols $D^{1}, l^{1}$ for all spaces and any $k_{0}$ ). We denote by $\operatorname{discr} A$ the discriminant of the characteristic polynomial of $2 \times 2$ matrix $A$, i.e., discr $A=$ $(\operatorname{tr} A)^{2}-4 \operatorname{det} A$.

EXAMPLE 4.1. Consider $J_{0}$ with weights and diagonals given for $k \in \mathbb{N}$ by

$$
\begin{equation*}
w_{0 k}=k^{\alpha}+b, \quad q_{0 k}=a \tag{4.1}
\end{equation*}
$$

where $\alpha \in(0 ; 1)$ and $a, b$ are arbitrary real constants, such that $k^{\alpha}+b \neq 0$ for all $k \in \mathbb{N}$. Let $\lambda \in \mathbb{R}$. We have

$$
B_{k}(\lambda):=\left(\begin{array}{cc}
0 & 1 \\
-\frac{\left(1-\frac{1}{k}\right)^{\alpha}+\frac{b}{k^{\alpha}}}{1+\frac{b}{k^{\alpha}}} & \frac{\frac{\lambda-a}{k^{\alpha}}}{1+\frac{b}{k^{\alpha}}}
\end{array}\right)
$$

so using properties of $D^{1}$ class (see, e.g., some generalizations for more general classes in Appendix 5.1 of [13] or in Section 2.1 of [6]) we can easily see that $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in D^{1}$. Moreover we have

$$
B_{k}(\lambda) \rightarrow B_{\infty}:=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

with discr $B_{\infty}=-4<0$, which gives $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in H$ by Criterion 1 of [12] (see also Criterion 5.8 (1) of [13]). Let us choose $W$ :

$$
W(k)=k^{\alpha}
$$

Now condition (3.8) has the form

$$
\begin{equation*}
\frac{\left(p_{n}+d_{n}\right)^{\alpha}}{d_{n}} \rightarrow 0 \tag{4.2}
\end{equation*}
$$

but by Lemma 4.2 below, for $p_{n} \rightarrow+\infty$ this condition is equivalent to

$$
\begin{equation*}
\frac{p_{n}^{\alpha}}{d_{n}} \rightarrow 0 \tag{4.3}
\end{equation*}
$$

Hence, in this case, by Theorem 3.2, for any $\lambda \in \mathbb{R}$ and any sequences $\left\{p_{n}\right\}_{n \geqslant n_{0}}$, $\left\{d_{n}\right\}_{n \geqslant n_{0}}$ of natural numbers such that $p_{n} \rightarrow+\infty$ and (4.3) holds, there exists a Weyl sequence $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ for $J_{0}$ and $\lambda$ such that $\left\|f_{n}\right\|=1$ and supp $f_{n} \subset\left[p_{n} ; p_{n}+d_{n}\right]$.

Above we have used the following simple result.
LEMMA 4.2. Suppose that $\left\{p_{n}\right\}_{n \geqslant n_{0}}$ and $\left\{d_{n}\right\}_{n \geqslant n_{0}}$ are sequences of natural numbers, and that $p_{n} \rightarrow+\infty$. Then for $\alpha \in(0 ; 1)$ conditions (4.2) and (4.3) are equivalent. Moreover $d_{n} \rightarrow+\infty$, if those conditions hold.

Proof. The first assertion immediately follows from the estimates

$$
\frac{p_{n}^{\alpha}}{d_{n}} \leqslant \frac{\left(p_{n}+d_{n}\right)^{\alpha}}{d_{n}} \leqslant \frac{p_{n}^{\alpha}+d_{n}^{\alpha}}{d_{n}}=\frac{p_{n}^{\alpha}}{d_{n}}+\left(\frac{p_{n}^{\alpha}}{d_{n}} \frac{1}{p_{n}^{\alpha}}\right)^{1-\alpha}
$$

and the second from $d_{n}=\left(p_{n}^{\alpha} / d_{n}\right)^{-1} p_{n}^{\alpha}$.
EXAMPLE 4.3. As the second example consider $J_{0}$ with weights and diagonals more complicated, given by formula more general than the one in the previous case:

$$
\begin{equation*}
w_{0 k}=k^{\alpha}+b_{k}, \quad q_{0 k}=a_{k} \tag{4.4}
\end{equation*}
$$

for $k \in \mathbb{N}$, where $\alpha \in(0 ; 1)$ and $\left\{a_{k}\right\}_{k \geqslant 1},\left\{b_{k}\right\}_{k \geqslant 1}$ are arbitrary real 2-periodic sequences, such that $k^{\alpha}+b_{k} \neq 0$ for all $k \in \mathbb{N}$. Let $\lambda \in \mathbb{R}$. In this case $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2}$ need not to be a $D^{1}$-sequence, but we shall study $\left\{B_{2 k+1}(\lambda) B_{2 k}(\lambda)\right\}_{k \geqslant 1}$. Using properties of $D^{1}$ class (in particular, it is convenient to use Lemma 2.1 b ) of [5]) we can compute

$$
\begin{aligned}
B_{2 k+1}(\lambda) B_{2 k}(\lambda) & :=\left(\begin{array}{cc}
0 & 1 \\
-\frac{(2 k)^{\alpha}+b_{2}}{(2 k+1)^{\alpha}+b_{1}} & \frac{\lambda-a_{1}}{(2 k+1)^{\alpha}+b_{1}}
\end{array}\right)\left(\begin{array}{cc}
0 & 1 \\
-\frac{(2 k-1)^{\alpha}+b_{1}}{(2 k)^{\alpha}+b_{2}} & \frac{\lambda-a_{2}}{(2 k)^{\alpha}+b_{2}}
\end{array}\right) \\
& =\left(\begin{array}{cc}
C_{k}^{(1)} & C_{k}^{(2)} \\
C_{k}^{(3)} & C_{k}^{(4)}
\end{array}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& C_{k}^{(1)}=-1+\frac{1}{k^{\alpha}}\left(\frac{b_{2}-b_{1}}{2^{\alpha}}\right) v_{k}^{(1)}+r_{k}^{(1)} \\
& C_{k}^{(2)}=\frac{1}{k^{\alpha}}\left(\frac{\lambda-a_{2}}{2^{\alpha}}\right) v_{k}^{(2)}+r_{k}^{(2)} \\
& C_{k}^{(3)}=\frac{1}{k^{\alpha}}\left(\frac{a_{1}-\lambda}{2^{\alpha}}\right) v_{k}^{(3)}+r_{k}^{(3)} \\
& C_{k}^{(4)}=-1+\frac{1}{k^{\alpha}}\left(\frac{b_{1}-b_{2}}{2^{\alpha}}\right) v_{k}^{(4)}+r_{k}^{(4)}
\end{aligned}
$$

with $\left\{v_{k}^{(j)}\right\}_{k \geqslant 1} \in D^{1}, v_{k}^{(j)} \rightarrow 1$ and $\left\{r_{k}^{(j)}\right\}_{k \geqslant 1} \in l^{1}$ for $j=1,2,3,4$. Hence

$$
B_{2 k+1}(\lambda) B_{2 k}(\lambda)=-I+\frac{1}{k^{\alpha}} V_{k}(\lambda)+R_{k}(\lambda)
$$

where $\left\{V_{k}(\lambda)\right\}_{k \geqslant 1} \in D^{1},\left\{R_{k}(\lambda)\right\}_{k \geqslant 1} \in l^{1}$ and $V_{k}(\lambda) \rightarrow V_{\infty}(\lambda)$, with

$$
V_{\infty}(\lambda)=\left(\begin{array}{cc}
\frac{b_{2}-b_{1}}{2^{\alpha}} & \frac{\lambda-a_{2}}{2^{\alpha}} \\
\frac{a_{1}-\lambda}{2^{\alpha}} & \frac{b_{1}-b_{2}}{2^{\alpha}}
\end{array}\right) .
$$

Denote

$$
\begin{aligned}
& G=\left\{\lambda \in \mathbb{R}:\left(\lambda-a_{2}\right)\left(\lambda-a_{1}\right) \leqslant\left(b_{2}-b_{1}\right)^{2}\right\}=\left[g_{-} ; g_{+}\right] \\
& \breve{G}=\left\{\lambda \in \mathbb{R}:\left(\lambda-a_{2}\right)\left(\lambda-a_{1}\right)<\left(b_{2}-b_{1}\right)^{2}\right\}=\left(g_{-} ; g_{+}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
g_{ \pm}=\frac{ \pm \sqrt{\left(a_{2}-a_{1}\right)^{2}+4\left(b_{2}-b_{1}\right)^{2}}+a_{1}+a_{2}}{2} \tag{4.5}
\end{equation*}
$$

We have discr $V_{\infty}(\lambda)<0$ if and only if $\lambda \in \mathbb{R} \backslash G$. Therefore, by Criterion 2 of [12] (see also Criterion 5.8(2) of [13]), when $\lambda \in \mathbb{R} \backslash G$, then $\left\{B_{2 k+1}(\lambda) B_{2 k}(\lambda)\right\}_{k \geqslant 1} \in H$, which gives also $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2} \in H$ (see Proposition 1.1 b ) of [12]). Now choosing $W(k)=k^{\alpha}$ as in the previous example, we get similarly as before: for any $\lambda \in$ $\mathbb{R} \backslash G$ and any sequences $\left\{p_{n}\right\}_{n \geqslant n_{0}},\left\{d_{n}\right\}_{n \geqslant n_{0}}$ of natural numbers such that $p_{n} \rightarrow$ $+\infty$ and (4.3) holds, there exists a Weyl sequence $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ for $J_{0}$ and $\lambda$ such that $\left\|f_{n}\right\|=1$ and $\operatorname{supp} f_{n} \subset\left[p_{n} ; p_{n}+d_{n}\right]$.

REMARKS 4.4. (i) In both examples $J_{0}$ is self-adjoint (the Carleman condition is satisfied), and both are the "typical situations" mentioned in the Remark 3.3. In particular, using methods of subordination theory developed e.g. in [5], [12], it can be easily proved that $\sigma_{\mathrm{ac}}\left(J_{0}\right)=\mathbb{R}$ in the first example, and $\sigma_{\mathrm{ac}}\left(J_{0}\right)=\mathbb{R} \backslash \breve{G}$ in the second one.
(ii) Taking $\alpha=1$ instead of $0<\alpha<1$, in both examples we unfortunately cannot obtain any result on Weyl sequences, by our methods. It is related to the fact that $\left(p_{n}+d_{n}\right)^{\alpha} / d_{n}=\left(p_{n}+d_{n}\right) / d_{n} \geqslant 1$ for such case.

## 5. WEYL SEQUENCES AND THE ESSENTIAL SPECTRUM FOR PERTURBATIONS OF $J_{0}$

In this section we shall try to find some Weyl sequences for perturbations $J$ of $J_{0}$, using the family of Weyl sequences found for $J_{0}$ in the previous sections. In other words, we make here Step 2 described in Section 1.

Let $J$ be the Jacobi operator with a weight sequence $\left\{w_{k}\right\}$ and a diagonal sequence $\left\{q_{k}\right\}$. We treat $J$ as a perturbation of $J_{0}$. More precisely, we assume

$$
\begin{equation*}
w_{k}=w_{0 k}+v_{k}, \quad q_{k}=q_{0 k}+\delta_{k}, \quad k \in \mathbb{N} \tag{5.1}
\end{equation*}
$$

where $\left\{v_{k}\right\}_{k \geqslant 1},\left\{\delta_{k}\right\}_{k \geqslant 1}$ are real sequences. Denoting by $P$ the Jacobi operator given by weight sequence $\left\{v_{k}\right\}$ and diagonal sequence $\left\{\delta_{k}\right\}$ we get in particular

$$
J f=J_{0} f+P f
$$

for any $f \in l_{\text {fin }}(\mathbb{N})$, where $l_{\text {fin }}(\mathbb{N})$ denotes the space of "finite sequences", i.e., of such sequences from $l(\mathbb{N})$ which have only finite number of non-zero entries. Our further considerations are based on the following obvious observation.

Lemma 5.1. Suppose that $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ is a Weyl sequence for $J_{0}$ and $\lambda$, consisting of vectors $f_{n}$ from $l_{\text {fin }}(\mathbb{N})$. If

$$
\begin{equation*}
\frac{\left\|P f_{n}\right\|}{\left\|f_{n}\right\|} \rightarrow 0 \tag{5.2}
\end{equation*}
$$

then $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ is also a Weyl sequence for $J$ and $\lambda$.
In practice, the condition (5.2) will be obtained here, by the use of the estimate from the lemma below.

Lemma 5.2. Suppose that $f \in l^{2}(\mathbb{N})$ is such that $\operatorname{supp} f \subset I$, where $I=[p ; p+$ $d] \cap \mathbb{N}$ with $p, d \in \mathbb{N}, p \geqslant 2$. Then

$$
\|P f\| \leqslant\left(2 \sup _{j \in \widetilde{I}}\left|v_{j}\right|+\sup _{j \in \widetilde{I}}\left|\delta_{j}\right|\right)\|f\|
$$

where $\widetilde{I}=[p-1 ; p+d+1] \cap \mathbb{N}$.
Proof. Denote by $P_{1}, P_{2}, P_{3}$ the operators in $l^{2}(\mathbb{N})$ with the domain $l_{\text {fin }}(\mathbb{N})$ determined by the sub-diagonal, the diagonal and the super-diagonal of the Jacobi matrix for $P$, respectively. Hence, for $f \in l_{\text {fin }}(\mathbb{N})$ we have $P f=P_{1} f+P_{2} f+P_{3} f$, and in particular, if supp $f \subset I$, then

$$
\|P f\| \leqslant\left\|P_{1} f\right\|+\left\|P_{2} f\right\|+\left\|P_{3} f\right\| \leqslant 2 \sup _{j \in \widetilde{I}}\left|v_{j}\right|\|f\|+\sup _{j \in I}\left|\delta_{j}\right|\|f\|
$$

which gives the final estimate.

In this section, to simplify the formulation of the main theorem, we shall consider some stronger assumptions on the function (sequence) $W$ from Theorem 3.2. Namely

$$
\text { (Z) }\left\{\begin{array}{l}
\text { (i) } W: \mathbb{N} \rightarrow \mathbb{R}_{+}, W(n) \nearrow+\infty ; \\
\text { (ii) } \exists_{C \in \mathbb{R}} \forall_{k \in \mathbb{N}} W(2 k) \leqslant C W(k) ; \\
\text { (iii) } \frac{W(k)}{k} \rightarrow 0 .
\end{array}\right.
$$

Note that such $W$ satisfies also

$$
\begin{equation*}
\exists_{C \in \mathbb{R}} \forall_{p, d \in \mathbb{N}} W(p+d) \leqslant C(W(p)+W(d)) \tag{5.3}
\end{equation*}
$$

because by (i) and (ii)
$W(p+d) \leqslant W(2 \max (p, d)) \leqslant C W(\max (p, d))=C \max (W(p), W(d)) \leqslant C(W(p)+W(d))$.
In particular, from (5.3) and (Z) (i) we easily get

$$
\begin{equation*}
\exists_{0<c<c<+\infty} \forall_{p \in \mathbb{N}, p>1} c \leqslant \frac{W(p-1)}{W(p)} \leqslant C \tag{5.4}
\end{equation*}
$$

Positive increasing sequences given for large $k$ by the formula $k^{\alpha}(\ln k)^{\beta}$ with $0<\alpha<1, \beta \in \mathbb{R}$ are examples of $W$ satisfying (Z). In particular, (Z) holds for the function $W(k)=k^{\alpha}$, which was used in our examples from the previous section. One of benefits from $(\mathbf{Z})$ is the possibility of a simple generalization of Lemma 4.2 for such $W$.

LEMMA 5.3. Assume (Z). Suppose that $\left\{p_{n}\right\}_{n \geqslant n_{0}}$ and $\left\{d_{n}\right\}_{n \geqslant n_{0}}$ are sequences of natural numbers, and that $p_{n} \rightarrow+\infty$. Then conditions (3.8) and

$$
\begin{equation*}
\frac{W\left(p_{n}\right)}{d_{n}} \rightarrow 0 \tag{5.5}
\end{equation*}
$$

are equivalent. Moreover $d_{n} \rightarrow+\infty$, if those conditions hold.
Proof. " $(3.8) \Rightarrow(5.5)^{\prime \prime}$ is obvious by the monotonicity of $W$. Assume (5.5). By (5.3) for some $C \in \mathbb{R}$ we have

$$
\frac{W\left(p_{n}+d_{n}\right)}{d_{n}} \leqslant C\left(\frac{W\left(p_{n}\right)}{d_{n}}+\frac{W\left(d_{n}\right)}{d_{n}}\right)
$$

and $d_{n}=\left(W\left(p_{n}\right) / d_{n}\right)^{-1} W\left(p_{n}\right) \rightarrow+\infty$, thus by (iii) of $(\mathbf{Z})$ and by (5.5) we get (3.8).

We introduce now a convenient class $0_{W}$ of scalar sequences.
DEFINITION 5.4. The scalar sequence $\left\{x_{k}\right\}_{k \geqslant k_{0}}$ is in the $0_{W}$ class if and only if it possesses a subsequence convergent to 0 , and

$$
\begin{equation*}
(\Delta x)_{k}=o\left(W(k)^{-1}\right), \quad k \rightarrow+\infty \tag{5.6}
\end{equation*}
$$

In the particular cases $W(k)=k^{\alpha}$ we shall also write $0_{\alpha}$ instead of $0_{W}$.

EXAMPLE 5.5. Let $f:[0 ;+\infty) \rightarrow \mathbb{R}$ be a $C^{1}$ periodic function such that $\inf f([0 ;+\infty)) \leqslant 0 \leqslant \sup f([0 ;+\infty))$, let $0<\alpha<1$ and $0<\gamma<1-\alpha$. Taking $x_{k}=f\left(k^{\gamma}\right)$, we get $\left\{x_{k}\right\} \in 0_{\alpha}$. To prove this fact let us formulate the following lemma.

LEMMA 5.6. If $a_{k} \rightarrow+\infty$ and $(\triangle a)_{k} \rightarrow 0$, then for any $T>0$ the sequence $\left\{a_{k}\right.$ $(\bmod T)\}$ is dense in $[0 ; T]$.

We omit here a proof of this lemma, being rather elementary. Using now this result for $a_{k}=k^{\gamma}$, by the periodicity and the continuity of $f$, we get that $\left\{x_{k}\right\}$ possesses a subsequence convergent to any limit between $\inf f([0 ;+\infty))$ and $\sup f([0 ;+\infty)$ (to get this, it has been enough to assume $0<\gamma<1$ for $\gamma)$. Moreover $f^{\prime}$ is bounded, hence for any $k$

$$
\left|(\Delta x)_{k}\right|=\left|f\left((k+1)^{\gamma}\right)-f\left(k^{\gamma}\right)\right| \leqslant C\left|(k+1)^{\gamma}-k^{\gamma}\right| \leqslant C \gamma \frac{1}{k^{1-\gamma}},
$$

with a constant $C$, which gives (5.6).
The role of the assumptions $(\mathbf{Z})$ and of the class $0_{W}$, and their relation to the results of the previous section becomes more clear in the following lemma.

Lemma 5.7. Assume $(\mathbf{Z})$. If $\left\{x_{k}\right\}_{k \geqslant 1} \in 0_{W}$, then there exist sequences of natural numbers $\left\{p_{n}\right\}_{n \geqslant 1}$ and $\left\{d_{n}\right\}_{n \geqslant 1}$ such that $p_{n} \rightarrow+\infty$, (3.8) holds and

$$
\sup _{k \in \widetilde{I}_{n}}\left|x_{k}\right| \rightarrow 0
$$

where $\widetilde{I}_{n}=\left[p_{n}-1 ; p_{n}+d_{n}+1\right] \cap \mathbb{N}$.
Proof. For $p, d \in \mathbb{N}, p>1$ denote $\widetilde{I}:=[p-1 ; p+d+1] \cap \mathbb{N}$ and

$$
y(p, d):=\sup _{k \in \widetilde{I}}\left|x_{k}\right|
$$

We have $(\Delta x)_{k}=\varepsilon_{k} / W(k)$, where $\left\{\varepsilon_{k}\right\}$ is such that $\varepsilon_{k} \rightarrow 0$. Define

$$
\omega_{k}:=\frac{1}{k}+\sup _{j \geqslant k}\left|\varepsilon_{j}\right|
$$

Thus $\omega_{k}>0$, and we can estimate $\left|(\Delta x)_{k}\right| \leqslant \omega_{k} / W(k)$. For $k \in \widetilde{I}$ we have

$$
\left|x_{k}\right| \leqslant\left|x_{p-1}\right|+\left|x_{p-1}-x_{k}\right| \leqslant\left|x_{p}\right|+\left|(\Delta x)_{p-1}\right|+\sum_{j=p-1}^{k-1}\left|(\Delta x)_{j}\right| \leqslant\left|x_{p}\right|+2 \sum_{j=p-1}^{p+d}\left|(\Delta x)_{j}\right| .
$$

Hence, since $W$ is increasing and $\left\{\omega_{k}\right\}$, decreasing, we have

$$
\begin{equation*}
y(p, d) \leqslant 2\left(\left|x_{p}\right|+\frac{\omega_{p-1}(d+2)}{W(p-1)}\right) \tag{5.7}
\end{equation*}
$$

Let us choose now $\left\{p_{n}\right\}_{n \geqslant 1}$ such that $p_{n} \geqslant 2, p_{n} \rightarrow+\infty$ and $x_{p_{n}} \rightarrow 0$. The proof is completed by showing that there exists $\left\{d_{n}\right\}_{n \geqslant 1}$ such that (3.8) and $y\left(p_{n}, d_{n}\right) \rightarrow 0$
hold. Observe that $\omega_{k} \rightarrow 0$. Thus, by (5.7), (5.4) and Lemma 5.3, it is sufficient to construct $\left\{d_{n}\right\}_{n \geqslant 1}$ satisfying

$$
\frac{W\left(p_{n}\right)}{d_{n}} \rightarrow 0 \quad \text { and } \quad \frac{d_{n}}{W\left(p_{n}\right)} \omega_{p_{n}-1} \rightarrow 0
$$

Define

$$
d_{n}:=\left[\frac{W\left(p_{n}\right)}{\sqrt{\beta_{n}}}\right]
$$

where $\beta_{n}:=\omega_{p_{n}-1}$, and [.] denotes the integer part. We have $\beta_{n} \rightarrow 0$ and $W\left(p_{n}\right) / \sqrt{\beta_{n}} \rightarrow+\infty$ (since $W(k) \rightarrow+\infty, \omega_{k} \rightarrow 0, p_{n} \rightarrow+\infty$ ), which gives $d_{n} \rightarrow+\infty$. Moreover, for large $n$

$$
\frac{W\left(p_{n}\right)}{d_{n}} \leqslant 2 \frac{W\left(p_{n}\right)}{\frac{W\left(p_{n}\right)}{\sqrt{\beta_{n}}}}=2 \sqrt{\beta_{n}}, \quad \frac{d_{n}}{W\left(p_{n}\right)} \omega_{p_{n}-1} \leqslant \frac{\frac{W\left(p_{n}\right)}{\sqrt{\beta_{n}}}}{W\left(p_{n}\right)} \beta_{n}=\sqrt{\beta_{n}}
$$

which proves the desired conditions on $\left\{d_{n}\right\}_{n \geqslant 1}$.
We are ready now to formulate the main result of the paper.
THEOREM 5.8. Suppose that J, with weights and diagonals given by (5.1), is selfadjoint, and $\lambda \in \mathbb{R}$. Assume that $w_{0 k} \asymp W(k)$, where $(\mathbf{Z})$ and (3.2) hold, and that the sequence $\left\{B_{k}(\lambda)\right\}_{k \geqslant 2}$ of transfer matrices for $J_{0}$ and $\lambda$ is in the $H$ class. Assume also that the sequences $\left\{v_{k}\right\}_{k \geqslant 1},\left\{\delta_{k}\right\}_{k \geqslant 1}$ have the form

$$
v_{k}=z_{k}^{(1)}+t_{k}^{(1)} x_{k}, \quad \delta_{k}=z_{k}^{(2)}+t_{k}^{(2)} x_{k}
$$

with some real sequences $\left\{x_{k}\right\}_{k \geqslant 1},\left\{t_{k}^{(j)}\right\}_{k \geqslant 1},\left\{z_{k}^{(j)}\right\}_{k \geqslant 1}$ satisfying: $\left\{x_{k}\right\}_{k \geqslant 1} \in 0_{W}$, $\left\{t_{k}^{(j)}\right\}_{k \geqslant 1} \in l^{\infty}$ and $z_{k}^{(j)} \rightarrow 0$ for $j=1,2$. Then $\lambda \in \sigma_{\text {ess }}(J)$.

Proof. Let us first choose some sequences $\left\{p_{n}\right\}_{n \geqslant 1}$ and $\left\{d_{n}\right\}_{n \geqslant 1}$ of natural numbers for $\left\{x_{k}\right\}_{k \geqslant 1}$, as in Lemma 5.7. By Theorem 3.2, there exists a Weyl sequence $\left\{f_{n}\right\}_{n \geqslant n_{0}}$ for $J_{0}$ and $\lambda$ such that $\left\|f_{n}\right\|=1$ and $\operatorname{supp} f_{n} \subset I_{n}$ for $n \geqslant n_{0}$, where $I_{n}=\left[p_{n} ; p_{n}+d_{n}\right] \cap \mathbb{N}$. Hence, by Lemma 5.2 and by the assumption that $\left\{t_{k}^{(j)}\right\}_{k \geqslant 1} \in l^{\infty}$, there exists a constant $C$ such that

$$
\begin{aligned}
\frac{\left\|P f_{n}\right\|}{\left\|f_{n}\right\|} & \leqslant 2 \sup _{j \in \widetilde{I}_{n}}\left|z_{j}^{(1)}\right|+\sup _{j \in \widetilde{I}_{n}}\left|z_{j}^{(2)}\right|+C \sup _{j \in \widetilde{I}_{n}}\left|x_{j}\right| \\
& \leqslant 2 \sup _{j \geqslant p_{n}-1}\left|z_{j}^{(1)}\right|+\sup _{j \geqslant p_{n}-1}\left|z_{j}^{(2)}\right|+C \sup _{j \in \widetilde{I}_{n}}\left|x_{j}\right|
\end{aligned}
$$

for $n$ large enough. Using now $z_{k}^{(j)} \rightarrow 0, p_{n} \rightarrow+\infty$ and the assertion of Lemma 5.7 we obtain $\left\|P f_{n}\right\| /\left\|f_{n}\right\| \rightarrow 0$. Therefore our assertion follows from Lemma 5.1 and Proposition 2.1(ii).

REMARK 5.9. The terms $\left\{z_{k}^{(j)}\right\}$ tending to zero are rather of less importance, since compact perturbations do not change the essential spectrum. More important are the bounded terms $\left\{t_{k}^{(j)}\right\}$, which can be chosen independently for the weights and for the diagonals of $J$. Unfortunately, such independence is rather impossible for "the main perturbation term" $\left\{x_{k}\right\}$.

Special cases of Theorem 5.8 can be obtained, for instance, by taking the examples of $J_{0}$ considered in Section 3. In those examples $W(k)=k^{\alpha}$ with $\alpha \in(0 ; 1)$, and the weights $w_{0 k}$ for $J_{0}$ are estimated by a constant multiplied by $k^{\alpha}$. So, as it is easy to see, the weights $w_{k}$ for $J$ from our theorem are estimated by const • $\left(k^{\alpha}+k^{1-\alpha}\right)$. In particular, the Carleman condition holds for $J$, which guarantees its self-adjointness. Hence, the following two results are the direct consequences of Theorem 5.8 and Examples 4.1 and 4.3, respectively.

Corollary 5.10. Assume that J has weights and diagonals given by

$$
\begin{equation*}
w_{k}=k^{\alpha}+b+t_{k}^{(1)} x_{k}+z_{k}^{(1)}, \quad q_{k}=a+t_{k}^{(2)} x_{k}+z_{k}^{(2)} \tag{5.8}
\end{equation*}
$$

where $\alpha \in(0 ; 1), a, b \in \mathbb{R}, k^{\alpha}+b \neq 0$ for all $k \in \mathbb{N}$, and $\left\{x_{k}\right\}_{k \geqslant 1},\left\{t_{k}^{(j)}\right\}_{k \geqslant 1},\left\{z_{k}^{(j)}\right\}_{k \geqslant 1}$ are real sequences satisfying $\left\{x_{k}\right\}_{k \geqslant 1} \in 0_{\alpha},\left\{t_{k}^{(j)}\right\}_{k \geqslant 1} \in l^{\infty}$ and $z_{k}^{(j)} \rightarrow 0$ for $j=1,2$. Then $\sigma_{\text {ess }}(J)=\mathbb{R}$.

Corollary 5.11. Assume that J has weights and diagonals given by

$$
\begin{equation*}
w_{k}=k^{\alpha}+b_{k}+t_{k}^{(1)} x_{k}+z_{k}^{(1)}, \quad q_{k}=a_{k}+t_{k}^{(2)} x_{k}+z_{k}^{(2)} \tag{5.9}
\end{equation*}
$$

where $\alpha \in(0 ; 1),\left\{a_{k}\right\}_{k \geqslant 1},\left\{b_{k}\right\}_{k \geqslant 1}$ are arbitrary real 2-periodic sequences, such that $k^{\alpha}+b_{k} \neq 0$ for all $k \in \mathbb{N}$ and $\left\{x_{k}\right\},\left\{t_{k}^{(j)}\right\},\left\{z_{k}^{(j)}\right\}$ are as in Corollary 5.10. Then $\mathbb{R} \backslash \breve{G} \subset \sigma_{\text {ess }}(J)$, where $\breve{G}=\left(g_{-} ; g_{+}\right)$(see (4.5)).

We have formulated Corollary 5.10 mainly to show the case with the full information on the essential spectrum - formally it was not necessary, since it is a special case of Corollary $5.11\left(\breve{G}=\varnothing\right.$ when $\left.a_{1}=a_{2}, b_{1}=b_{2}\right)$. Note that spectral properties of several classes of Jacobi operators satisfying the above or similar assumptions have been presented in many papers, where some stronger spectral results were obtained (see, e.g., [1], [5], [6], [8], [9], [10], [12]). The typical results were a full or a partial description of the absolutely continuous spectrum, obtained by the use of the subordination theory. However, it seems that the corollaries presented above work also for some cases where the currently known subordination theory tools cannot be used.

EXAMPLE 5.12. Consider $J$ with weights and diagonals given by

$$
\begin{equation*}
w_{k}=k^{\alpha}+b_{k}+c_{k} f\left(k^{\gamma}\right), \quad q_{k}=a_{k} \tag{5.10}
\end{equation*}
$$

where $f$ is as in Example 5.5, $\alpha \in(0 ; 1), 0<\gamma<1-\alpha$, and $\left\{a_{k}\right\}_{k \geqslant 1},\left\{b_{k}\right\}_{k \geqslant 1}$, $\left\{c_{k}\right\}_{k \geqslant 1}$ are arbitrary real 2-periodic sequences, such that $k^{\alpha}+b_{k} \neq 0$ for all $k \in \mathbb{N}$. Then, by Corollary $5.11, \mathbb{R} \backslash\left(g_{-} ; g_{+}\right) \subset \sigma_{\text {ess }}(J)$, where $g_{ \pm}$are given by (4.5). Janas,

Naboko and Stolz in [10] consider a special case of this example. They additionally assume that $f$ is a $C^{2}$ function with $\inf f([0 ;+\infty))=0, \sup f([0 ;+\infty))=1$, that $a_{k}=b_{k}=0$ for any $k, 0<c_{1}, c_{2}, c_{1} \neq c_{2}$, and that $\gamma<1 / 2(1-\alpha)$. For such a case we have $g_{-}=g_{+}$, i.e., $\sigma_{\text {ess }}(J)=\mathbb{R}$. This result is obtained in [10] by the use of Weyl sequence, which is constructed essentially in the same way as here. But the authors prove much more for their case. Using some subordination theory tools based on weighted Stolz class (see [6]) they obtain also the absolute continuity of $J$ in $\mathbb{R} \backslash\left[-\left|c_{1}-c_{2}\right| ;\left|c_{1}-c_{2}\right|\right]$. Moreover, using some spectral averaging argumentation, they also prove that $\sigma_{\mathrm{ac}}(J) \cap\left(-\left|c_{1}-c_{2}\right| ;\left|c_{1}-c_{2}\right|\right)=\varnothing$. Note that the subordination theory methods, mentioned above, do not work when $1 / 2(1-\alpha) \leqslant \gamma<1-\alpha$. However, the Weyl sequences method presented here works also in such a case. But even for $\gamma<1 / 2(1-\alpha)$ it seems to be not clear how to prove that $\sigma_{\text {ess }}(J)=\mathbb{R}$, without using Weyl sequences... Note also that some detailed spectral properties of some other special cases, related to the general case considered in this example are studied in [7].
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