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#### Abstract

We develop the notion of independent resolutions for crossed products attached to totally disconnected dynamical systems. If such a crossed product admits an independent resolution of finite length, then its K-theory can be computed (at least in principle) by analysing the corresponding sixterm exact sequences. Building on our previous paper on algebraic independent resolutions, we give a criterion for the existence of finite length independent resolutions. Moreover, we illustrate our ideas in various concrete examples.
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## 1. INTRODUCTION

The crossed product construction is one of the most classical constructions in operator algebras, and topological K-theory is one of the most important invariants for $C^{*}$-algebras. Therefore, a very natural task is to find systematic ways to compute K-theory for $C^{*}$-algebraic crossed products.

The goal of the present paper is to take up this task in the situation of crossed products attached to totally disconnected dynamical systems. We do so using the central notion of independent resolutions. In our previous paper [21], we introduced and discussed independent resolutions from a purely algebraic point of view. Now, our goal is to develop a notion of independent resolutions in the $C^{*}$-algebraic setting. Building on our previous work [21], we then produce $C^{*}$-algebraic independent resolutions which allow us to compute K-theory for crossed products. More precisely, let $\Omega$ be a totally disconnected locally compact Hausdorff space and $\Gamma$ a discrete group acting on $\Omega$. Consider the reduced crossed product $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma$. If $\Gamma$ satisfies the Baum-Connes conjecture with coefficients and $\Omega$ admits a $\Gamma$-invariant regular basis in the sense of [5] (see also

Section 2 for explanations), then the main result in [5] provides a formula for the K-theory of $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma$. However, it was also observed in [5] that in general, it is not possible to find a $\Gamma$-invariant regular basis. Still, following Remark 3.22 of [5], what we can always do is to produce a sequence $X, X_{1}, X_{2}, \ldots$ of totally disconnected $\Gamma$-spaces which admit $\Gamma$-invariant regular bases and which fit into a $\Gamma$ equivariant long exact sequence $\cdots \rightarrow C_{0}\left(X_{2}\right) \rightarrow C_{0}\left(X_{1}\right) \rightarrow C_{0}(X) \rightarrow C_{0}(\Omega) \rightarrow$ 0 . We call this an independent resolution of $\Gamma \curvearrowright C_{0}(\Omega)$. Under the assumption that $\Gamma$ is exact, the sequence $\cdots \rightarrow C_{0}\left(X_{2}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}\left(X_{1}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}(X) \rtimes_{\mathrm{r}} \Gamma \rightarrow$ $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma \rightarrow 0$ will still be exact, and we call this an independent resolution of $C_{0}(X) \rtimes_{\mathrm{r}} \Gamma$. If, furthermore, $\Gamma$ satisfies the Baum-Connes conjecture with coefficients, then we can apply the K-theoretic formula from [5] to each of the crossed products $C_{0}(X) \rtimes_{\mathrm{r}} \Gamma, C_{0}\left(X_{1}\right) \rtimes_{\mathrm{r}} \Gamma, \ldots$ and try to compute K-theory for $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma$ using our long exact sequence. In general, given an independent resolution of $\Gamma \curvearrowright C_{0}(\Omega)$ satisfying a certain freeness condition for the group actions, there is at least a spectral sequence which converges to $K_{*}\left(C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma\right)$ in good cases.

The case where we have a finite length independent resolution (i.e., we can choose $X_{n+1}=\varnothing$ for some $n$ ) is particularly nice. In that case, the exact sequence $0 \rightarrow C_{0}\left(X_{n}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow \cdots \rightarrow C_{0}\left(X_{2}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}\left(X_{1}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}(X) \rtimes_{\mathrm{r}} \Gamma \rightarrow$ $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma \rightarrow 0$ splits into short exact sequences which can be studied in Ktheory by means of six-term exact sequences. The point is that given a finite length independent resolution, we only have to solve finitely many six-term exact sequences. And if we try to solve these successively, we will always be in the situation that we already know the K-groups for two out of the three $C^{*}$-algebras which appear in each of our sequences.

The main goal of this paper is to give a criterion which guarantees the existence of finite length independent resolutions. This builds on [21]. The bridge between algebraic independent resolutions and $C^{*}$-algebraic ones is given by the observation that a sequence of totally disconnected dynamical systems which all admit invariant regular bases gives rise to an algebraic independent resolution if and only if it gives rise to a $C^{*}$-algebraic one. In addition, these independent resolutions are intimately related. For instance, the homomorphisms in the algebraic independent resolution induce the ones in the $C^{*}$-algebraic independent resolution. In particular, the former one has finite length if and only if the latter one does. Therefore, the criterion for the existence of finite length algebraic independent resolutions in [21] gives us a criterion for the existence of $C^{*}$-algebraic independent resolutions of finite length.

We remark that finding such an independent resolution of finite length is only the first step in the K-theory computation for our crossed product. The second step is to go through the short exact sequences into which our exact sequence splits and to compute all the corresponding six-term exact sequences. It might be that we encounter serious extension problems along the way, so this second step might require extra work.

In order to illustrate our main result, we discuss various concrete examples. If we want to apply our ideas to compute K-theory for a given $C^{*}$-algebra, the first step is to describe the $C^{*}$-algebra as a crossed product of a totally disconnected dynamical system, at least up to Morita equivalence. This is for instance possible for $C^{*}$-algebras of certain $0-F$ inverse semigroups and certain quotients of these. This has already been observed in [26], but we present a slightly different approach which is more explicit and better suited for our purposes. In contrast to [26], our new approach allows us to treat not only inverse semigroup $C^{*}$-algebras, but also quotients of these. This is crucial in applications. As concrete examples, we discuss graph $C^{*}$-algebras and one dimensional tiling $C^{*}$-algebras, and derive crossed product descriptions for these. This might be of independent interest. We then use independent resolutions to compute K-theory for graph $C^{*}$-algebras and $C^{*}$-algebras of one dimensional tilings. We also determine K-theory for certain ideals and quotients of semigroup $C^{*}$-algebras. In particular, our method allows us to study the K-theory of group $C^{*}$-algebras with the help of semigroup $C^{*}$ algebras. The idea is to choose a suitable subsemigroup of our group which gives rise to a finite length independent resolution for the group $C^{*}$-algebra we are interested in. While K-theory has already been computed for graph $C^{*}$-algebras and one dimensional tiling $C^{*}$-algebras using different methods, our K-theory computations lead to genuinely new results in the case of semigroup $C^{*}$-algebras and their ideals and quotients. For instance, our ideas allow us to compute Ktheory for the $C^{*}$-algebra of semigroups which do not satisfy the independence condition. Such semigroups could not be treated using the original method of [5]. Interestingly, in our example, we again encounter the phenomenon that the K-theories of the left and right reduced semigroup $C^{*}$-algebras coincide.

The central idea of this paper is to use tools from homological algebra, in particular group (co)homology, for K-theory computations. This idea is also at the heart of the Baum-Connes conjecture. However, we point out that our approach and the one via the Baum-Connes conjecture are of different flavours. We really work on the $C^{*}$-algebraic level, producing explicit $C^{*}$-algebraic exact sequences which allow us to apply homological tools, whereas K-theory computations using the Baum-Connes conjecture typically involve more geometric or topological ideas, analysing the "left hand side" of the Baum-Connes conjecture based on a good understanding for classifying spaces. It would be very interesting to compare these two approaches.

## 2. INDEPENDENT RESOLUTIONS

The notion of independent resolutions has already been introduced in [21, but in a purely algebraic setting. We now discuss $C^{*}$-algebraic independent resolutions.

Throughout this paper, every group is supposed to be discrete and countable, and every topological space is assumed to be second countable, locally compact and Hausdorff. Given a dynamical system $\Gamma \curvearrowright \Omega$ with a group $\Gamma$ acting on a totally disconnected space $\Omega$, we want to introduce the notion of an independent resolution of $\Gamma \curvearrowright C_{0}(\Omega)$. Once we have done that, we can also talk about independent resolutions for dynamical systems of the form $\Gamma \curvearrowright D$ where $D$ is a commutative $C^{*}$-algebra generated by projections since $C^{*}$-algebras of the form $C_{0}(\Omega)$ for a totally disconnected space $\Omega$ are precisely those commutative $C^{*}$ algebras which are generated by projections.

First of all, a semilattice is by definition a commutative idempotent semigroup, i.e., a commutative semigroup in which every element $e$ satisfies $e e=e$. All our semilattices are supposed to have a zero element. Given a semilattice $E$, the $C^{*}$-algebra of $E$ is the universal $C^{*}$-algebra

$$
C_{\mathrm{u}}^{*}(E)=C^{*}\left(\left.\left\{p_{e}\right\}_{e \in E}\right|_{\left.E \ni \begin{array}{c}
p_{e} \\
e
\end{array}\right) . \text { are projections, } p_{0}=0,} \text { is a semigroup homomorphism }\right) .
$$

By an action of a group $\Gamma$ on a semilattice $E$ we mean a group homomorphism from $\Gamma$ to the semigroup automorphisms of $E$. Such an action obviously induces an action of $\Gamma$ on $C_{\mathrm{u}}^{*}(E)$.

It turns out that every $C^{*}$-algebra of the form $C_{0}(\Omega)$ for a totally disconnected space $\Omega$ is isomorphic to the $C^{*}$-algebra of a suitable semilattice. Namely, by Proposition 2.12 of [5], we can always find a regular basis $\mathcal{V}$ for $\Omega$ in the sense of Definition 2.9 in [5]. Since the compact open sets in $\mathcal{V}$ are closed under intersection, they form a semilattice. And as explained in Remark 3.22 of [5], we have the isomorphism $C_{\mathbf{u}}^{*}(\mathcal{V}) \cong C_{0}(\Omega), p_{V} \mapsto 1_{V}$. Here $p_{V}$ is the projection in the $C^{*}$-algebra of our semilattice $\mathcal{V}$ corresponding to $V \in \mathcal{V}$ (as in the definition of $\left.C_{\mathrm{u}}^{*}(\mathcal{V})\right)$, and $1_{V}$ is the characteristic function of $V$.

Now given a totally disconnected dynamical system $\Gamma \curvearrowright \Omega$, we can ask for a semilattice $E$, together with an action of $\Gamma$, such that we have a $\Gamma$-equivariant isomorphism $C_{\mathbf{u}}^{*}(E) \cong C_{0}(\Omega)$. It is easy to see that such a system $\Gamma \curvearrowright E$ exists for $\Gamma \curvearrowright \Omega$ if and only if $\Omega$ admits a $\Gamma$-invariant regular basis in the sense of Definition 2.9 of [5]. In general, this does not need to be the case, as was remarked in Proposition 3.18 of [5]. However, Remark 3.22 of [5] shows that given an arbitrary totally disconnected dynamical system $\Gamma \curvearrowright \Omega$, we can always find semilattices $E, E_{1}, E_{2}, \ldots$, together with $\Gamma$-actions on these semilattices, and a $\Gamma$-equivariant long exact sequence

$$
\begin{equation*}
\cdots \rightarrow C_{\mathrm{u}}^{*}\left(E_{2}\right) \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rightarrow C_{\mathrm{u}}^{*}(E) \rightarrow C_{0}(\Omega) \rightarrow 0 \tag{2.1}
\end{equation*}
$$

We call such a long exact sequence an independent resolution of $\Gamma \curvearrowright C_{0}(\Omega)$. Of course, the requirement that the sequence is $\Gamma$-equivariant is crucial here. Moreover, we define the length of such an independent resolution to be the smallest integer $n \geqslant 0$ with $E_{n+1}=\{0\}$, or equivalently, $C_{\mathbf{u}}^{*}\left(E_{n+1}\right)=\{0\}$. If no such integer exists, then we set the length to be $\infty$.

An independent resolution of $\Gamma \curvearrowright C_{0}(\Omega)$ for which the stabilizer groups are all trivial ( $\Gamma$ acts freely on $E^{\times}$and $E_{k}^{\times}$for all $k$ ) is a $\mathfrak{J}$-projective resolution for $C_{0}(\Omega)$ in the category $K K^{\Gamma}$, in the sense of Section 2 in [23]. Here we take for $\mathfrak{J}$ the K-theory functor from the category $K K^{\Gamma}$ to $\mathbb{Z} / 2 \mathbb{Z}$-graded $\mathbb{Z} \Gamma$-modules. As explained in Section 3 of [23], every $\mathfrak{J}$-projective resolution embeds into a phantom tower, which in turn induces the so-called ABC spectral sequence ([23], Section 4 ). In [23], the reader may find conditions under which this ABC spectral sequence converges to $K_{*}\left(C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma\right)$ (see for instance Proposition 4.1 of [23] or Section 5 of [23]). The reader may find more details in [23] and [24]. But at least in principle, an independent resolution with trivial stabilizer groups helps to compute the K-theory of our crossed product. In the case of finite length resolutions, we elaborate on this computational aspect in Section 5

Now let us assume that our group $\Gamma$ is exact. In that case, every independent resolution as in (2.1) gives rise to a long exact sequence of the form

$$
\begin{equation*}
\cdots \rightarrow C_{\mathrm{u}}^{*}\left(E_{2}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma \rightarrow 0 \tag{2.2}
\end{equation*}
$$

Here we take the crossed products with respect to the $\Gamma$-actions provided by our independent resolution. We call such a long exact sequence an independent resolution of $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma$. As remarked at the beginning, we can also talk about independent resolutions for dynamical systems of the form $\Gamma \curvearrowright D$ or for $D \rtimes_{\mathrm{r}} \Gamma$ where $D$ is a commutative $C^{*}$-algebra generated by projections.

If $\Gamma \curvearrowright C_{0}(\Omega)$ admits an independent resolution of finite length, then we get the following exact sequence:

$$
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{n}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow \cdots \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma \rightarrow 0 .
$$

This exact sequence can be split into several short exact sequences of the form

$$
\begin{aligned}
& 0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{n}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{\mathrm{u}}^{*}\left(E_{n-1}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow \operatorname{ker}_{n-2} \rightarrow 0, \\
& 0 \rightarrow \operatorname{ker}_{n-2} \rightarrow C_{\mathrm{u}}^{*}\left(E_{n-2}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow \operatorname{ker}_{n-3} \rightarrow 0, \\
& \\
& \cdots \\
& 0 \rightarrow \operatorname{ker}_{1} \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow \operatorname{ker}_{0} \rightarrow 0, \\
& 0 \rightarrow \operatorname{ker}_{0} \rightarrow C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} \Gamma \rightarrow C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma \rightarrow 0 .
\end{aligned}
$$

Now consider the corresponding six-term exact sequences in K-theory, and assume that $\Gamma$ satisfies the Baum-Connes conjecture with coefficients. In the first six-term exact sequence, the K-theories for $C_{\mathbf{u}}^{*}\left(E_{n}\right) \rtimes_{\mathrm{r}} \Gamma$ and $C_{\mathrm{u}}^{*}\left(E_{n-1}\right) \rtimes_{\mathrm{r}} \Gamma$ can be computed using Corollary 3.14 of [5]. If it is possible to compute the K-theory for $\operatorname{ker}_{n-2}$ from this six-term exact sequence, we could plug in the result into the next six-term exact sequence, apply Corollary 3.14 of [5] to $C_{\mathbf{u}}^{*}\left(E_{n-2}\right) \rtimes_{\mathrm{r}} \Gamma$, and try to determine the K-theory of $\operatorname{ker}_{n-3}$. In this way, we could compute K-theory step by step until we come to the $C^{*}$-algebra of interest, namely $C_{0}(\Omega) \rtimes_{\mathrm{r}} \Gamma$. Of course, the extension problems which we have to solve along the way might be difficult.

## 3. FROM ALGEBRAIC INDEPENDENT RESOLUTIONS TO INDEPENDENT RESOLUTIONS

Let us now build the bridge between algebraic independent resolutions and $C^{*}$-algebraic ones.

Let $A$ be a $C^{*}$-algebra generated by a multiplicatively closed family of projections $\mathcal{P}$, and let Z be the sub- $\mathbb{Z}$-algebra of $A$ generated by $\mathcal{P}$. Assume that $E$ is a semilattice with a semilattice homomorphism $E \rightarrow \mathcal{P}$, which induces homomorphisms $\pi_{\mathbb{Z}}: \mathbb{Z}\left[E^{\times}\right] \rightarrow Z$ (denoted $\pi$ in [21]) and $\pi: C_{\mathbf{u}}^{*}(E) \rightarrow A$. Let $E^{\prime}$ be a semilattice of projections in $\mathbb{Z}\left[E^{\times}\right]$, let $I_{\mathbb{Z}}=\mathbb{Z}$-span $\left(E^{\prime}\right)$ (denoted $I$ in [21]) and $I$ be the ideal of $C_{\mathrm{u}}^{*}(E)$ generated by $I_{\mathbb{Z}}$.

Lemma 3.1. If $\operatorname{ker} \pi_{\mathbb{Z}}=I_{\mathbb{Z}}$, then $\operatorname{ker} \pi=I$.
Proof. Let $\mathcal{F}$ be the collection of finite subsets of $E^{\prime}$ which are closed under multiplication. $\mathcal{F}$ is obviously inductively ordered with respect to inclusion. Moreover, set for $F \in \mathcal{F}: C_{F}^{*}(E):=C^{*}(\{e: e \in F\}) \subseteq C_{\mathrm{u}}^{*}(E)$. We obviously have $C_{\mathbf{u}}^{*}(E)=\overline{\bigcup_{F \in \mathcal{F}} C_{F}^{*}(E)}$. Since $C_{\mathbf{u}}^{*}(E) / I=\overline{\bigcup_{F \in \mathcal{F}}\left(C_{F}^{*}(E) / I_{F}\right)}$ with $I_{F}=C_{F}^{*}(E) \cap I$, all we have to prove is that the homomorphism induced by restricting $\pi$ to $C_{F}^{*}(E)$, $\left.\pi\right|_{F}: C_{F}^{*}(E) / I_{F} \rightarrow A$, is injective for all $F \in \mathcal{F}$. Given $F \in \mathcal{F}$, we can orthogonalize the projections in $F$ and obtain a new set of non-zero projections $F^{(\text {orth })}$. But since $F$ is multiplicatively closed, we have $F^{(\text {orth })} \subseteq \mathbb{Z}$-span $(F)$. Since $C_{F}^{*}(E)=\underset{f \in F^{(\text {orth })}}{\bigoplus} \mathbb{C} \cdot f,\left.\pi\right|_{F}$ is injective if and only if for all $f \in F^{(\text {orth })}, \pi(f)=0$ implies $f \in I_{F}$. But $\pi(f)=0$ means that $\pi_{\mathbb{Z}}(f)=0$, so that $f \in \operatorname{ker} \pi_{\mathbb{Z}}$. By assumption, $f$ must lie in $I_{\mathbb{Z}}$. Hence $f \in I \cap C_{F}^{*}(E)=I_{F}$, as desired.

Corollary 3.2. Let $\Gamma \curvearrowright \Omega$ be a totally disconnected dynamical system. Assume that $E, E_{1}, E_{2}, \ldots$ are $\Gamma$-semilattices and that

$$
\cdots \rightarrow \mathbb{Z}\left[E_{2}^{\times}\right] \rightarrow \mathbb{Z}\left[E_{1}^{\times}\right] \rightarrow \mathbb{Z}\left[E^{\times}\right] \rightarrow C_{0}(\Omega, \mathbb{Z}) \rightarrow 0
$$

is an algebraic independent resolution. Then

$$
\cdots \rightarrow C_{\mathrm{u}}^{*}\left(E_{2}\right) \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rightarrow C_{\mathrm{u}}^{*}(E) \rightarrow C_{0}(\Omega) \rightarrow 0
$$

is an independent resolution. The homomorphisms in this sequence are induced by the ones from the algebraic independent resolution.

In the following, we give a criterion for the existence of finite length independent resolutions. The previous corollary reduces our investigations to the algebaic setting, so that we can use Section 4 of [21]. We first introduce some notation. Let $E$ be a semilattice. A finite cover for $e \in E^{\times}$is a finite subset $\left\{f_{j}\right\}_{j \in J}$ of $E^{\times}(J$ is a finite index set $)$ with the property that

- $f_{j} \leqslant e$ for all $j \in J$,
- for every $f \in E^{\times}$with $f \leqslant e$, there exists $j \in J$ such that $f f_{j} \neq 0$.

Given a finite cover $\left\{f_{j}\right\}_{j \in J}$ for $e \in E^{\times}$, we can write, in a unique way, $\bigvee_{j \in J} f_{j}=$ $\sum_{k} n_{k} \varepsilon_{k}$ where the $\varepsilon_{k}$ are pairwise distinct idempotents in $E^{\times}$and the $n_{k}$ are nonzero integers. Here $\bigvee_{j \in J} f_{j}$ is the smallest projection in $\mathbb{Z}\left[E^{\times}\right]$which dominates all the $f_{j}$. We set

$$
\begin{aligned}
& \bigvee\left\{f_{j}\right\}_{j \in J}:=\bigvee_{j \in J} f_{j}, \text { and } \\
& E\left(\bigvee\left\{f_{j}\right\}_{j \in J}\right):=E\left(\bigvee_{j \in J} f_{j}\right):=\left\{\varepsilon_{k}: n_{k} \neq 0\right\} .
\end{aligned}
$$

Moreover, given another element $d \in E^{\times}$, we write

$$
\begin{aligned}
& d \cdot\left\{f_{j}\right\}_{j \in J}:=\left\{d f_{j}: j \in J\right\}=:\left\{f_{j}\right\}_{j \in J} \cdot d, \quad \text { and } \\
& \left(d \cdot\left\{f_{j}\right\}_{j \in J}\right)^{\times}:=\left(d \cdot\left\{f_{j}\right\}_{j \in J}\right) \cap E^{\times}=\left(\left\{f_{j}\right\}_{j \in J} \cdot d\right) \cap E^{\times}=:\left(\left\{f_{j}\right\}_{j \in J} \cdot d\right)^{\times} .
\end{aligned}
$$

Now let $E$ be a semilattice, and let $\Gamma$ be a group acting on $E$ via semigroup automorphisms denoted by $e \mapsto \tau_{g}(e)(g \in \Gamma)$. Let us assume that we are given a collection of finite covers $\mathscr{R}$ for $E$, i.e., for every $e \in E^{\times}$a set $\mathscr{R}(e)$ of finite covers for $e$. Let $I_{\mathbb{Z}}$ be the ideal $\left\langle\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right\rangle_{\mathbb{Z}} \triangleleft \mathbb{Z}\left[E^{\times}\right]$of $\mathbb{Z}\left[E^{\times}\right]$, and assume that the $\Gamma$-action on $E$ or rather $\mathbb{Z}\left[E^{\times}\right]$induces a $\Gamma$-action on the quotient $\mathbb{Z}\left[E^{\times}\right] / I_{\mathbb{Z}}$. Furthermore, let $I$ be the $\Gamma$-invariant ideal $\left\langle\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in\right.\right.$ $\mathscr{R}(e)\}\rangle \triangleleft C_{\mathbf{u}}^{*}(E)$ of $C_{\mathbf{u}}^{*}(E) . I$ is the ideal of $C_{\mathrm{u}}^{*}(E)$ generated by $I_{\mathbb{Z}}$. Consider the $\Gamma$-action on the quotient $C_{\mathrm{u}}^{*}(E) / I$ induced by the $\Gamma$-action on $E$.

THEOREM 3.3. In the situation above, assume that the following conditions are satisfied:
(i) For $d, e$ in $E^{\times}$with $d e \neq 0$ and $\mathcal{R} \in \mathscr{R}(e)$, either $d e \in(d \cdot \mathcal{R})^{\times}$or $(d \cdot \mathcal{R})^{\times} \in$ $\mathscr{R}(d e)$.
(ii) For $e \in E^{\times}$, pairwise distinct $\mathcal{R}_{1}, \ldots, \mathcal{R}_{r}$ in $\mathscr{R}(e)$ and $\varepsilon_{i} \in E\left(\bigvee \mathcal{R}_{i}\right)$ for $1 \leqslant i \leqslant$ $r$, we have for every $1 \leqslant j \leqslant r$ : If $\prod_{i=1, i \neq j}^{r} \varepsilon_{i} \neq 0$, then $\prod_{i=1}^{r} \varepsilon_{i} \lesseqgtr \prod_{i=1, i \neq j}^{r} \varepsilon_{i}$. Note that for $r=1$, we set the product $\prod_{i=1, i \neq j}^{r} \varepsilon_{i}$ as $e$.
(iii) For every $g \in \Gamma$ and $e \in E^{\times}$, we have $\tau_{g}(\mathscr{R}(e))=\mathscr{R}\left(\tau_{g}(e)\right)$.

Then Theorem 4.11 in [21] gives rise to an algebraic independent resolution of $\Gamma \curvearrowright \mathbb{Z}\left[E^{\times}\right] / I_{\mathbb{Z}}$, and hence also to an independent resolution of $\Gamma \curvearrowright C_{\mathbf{u}}^{*}(E) / I$.

If we have, in addition to the assumptions above, that
(iv) $\sup |\mathscr{R}(e)|<\infty$, $e \in E^{\times}$
then the independent resolution of $\Gamma \curvearrowright C_{\mathrm{u}}^{*}(E) / I$ from above is of length at most $\sup |\mathscr{R}(e)|$.
$e \in E^{\times}$
The proof is an immediate consequence of Theorem 4.11 in [21] and Corollary 3.2 .

## 4. QUOTIENTS OF INVERSE SEMIGROUP C*-ALGEBRAS

Reduced $C^{*}$-algebras of 0-F-inverse semigroups which admit gradings injective on maximal elements (in the sense of [26]) can be described up to Morita equivalence as crossed products of totally disconnected dynamical systems which admit an invariant regular basis. This was observed in [26]. Now we consider quotients of such inverse semigroup $C^{*}$-algebras, for instance tight $C^{*}$-algebras of these inverse semigroups. We show that if the quotients are given by relations which satisfy conditions analogous to the ones in Theorem 3.3. then these quotients are Morita equivalent to crossed products which admit finite length independent resolutions. This will be an application of Theorem 3.3. This extension of the results in [26] to quotients of inverse semigroup $C^{*}$-algebras is crucial in applications, because many $C^{*}$-algebras arise naturally not as inverse semigroup $C^{*}$-algebras as such, but as quotients of these.

The general framework for the study of these inverse semigroup $C^{*}$-algebras and their quotients is given by the notion of partial actions of groups on semilattices. We show that such partial actions can be dilated to ordinary actions on enveloping semilattices. Moreover, relations for our original semilattice satisfying conditions analogous to the ones in Theorem 3.3 give rise to relations of the enveloping semilattice which satisfy conditions (i) to (iv) from Theorem 3.3 with respect to the dilated action. Since we will use reduced partial crossed products in this section, we refer the reader to [22] for more details about these constructions.

Let $E$ be a semilattice, let $E^{1}$ be $E$ if $E$ already has a unit and the unitalization $E \cup\{1\}$ otherwise.

Definition 4.1. A partial automorphism of $E$ is given by the following data:
(i) a projection $d \in E^{1}$ (the domain),
(ii) a projection $r \in E^{1}$ (the range),
(iii) a semigroup isomorphism $\theta: d E d \cong r E r$.

We will usually write $\theta$ for the partial automorphism.
Definition 4.2. A partial action $\theta$ of a group $\Gamma$ on $E$ is given by partial automorphisms of $E$,

$$
\theta_{g}: d(g) E d(g) \cong r(g) \operatorname{Er}(g)
$$

one partial automorphism for every group element $g \in \Gamma$, such that we have $d(1)=r(1)=1, \theta_{1}=\operatorname{id}_{E}$ for the identity $1 \in \Gamma$, and $\theta_{g} \circ \theta_{h} \leqslant \theta_{g h}$.

This last inequality means the following: By definition, the composition $\theta_{g} \circ$ $\theta_{h}$ of $\theta_{g}$ with $\theta_{h}$ is given by

$$
\theta_{h}^{-1}(r(h) E r(h) \cap d(g) E d(g)) \rightarrow \theta_{g}(r(h) E r(h) \cap d(g) E d(g)), \quad e \mapsto \theta_{g}\left(\theta_{h}(e)\right) .
$$

Note that $r(h) E r(h) \cap d(g) E d(g)=(r(h) d(g)) E(r(h) d(g))$. Therefore, $\theta_{g} \circ \theta_{h}$ is again a partial automorphism of $E$ in our sense, with domain $\theta_{h}^{-1}(r(h) d(g))$ and
range $\theta_{g}(r(h) d(g))$. We observe that

$$
\theta_{h}^{-1}(r(h) d(g)) E \theta_{h}^{-1}(r(h) d(g))=\left\{e \in E: e \leqslant d(h) \text { and } \theta_{h}(e) \leqslant d(g)\right\}
$$

So the projections in $\theta_{h}^{-1}(r(h) d(g)) E \theta_{h}^{-1}(r(h) d(g))$ are precisely those projections for which it makes sense to apply $\theta_{h}$ and then $\theta_{g}$. The condition $\theta_{g} \circ \theta_{h} \leqslant \theta_{g h}$ means that for every $e \in \theta_{h}^{-1}(r(h) d(g)) E \theta_{h}^{-1}(r(h) d(g))$, we want to have $\theta_{g}\left(\theta_{h}(e)\right)$ $=\theta_{g h}(e)$. For this to make sense, we need to have $\theta_{h}^{-1}(r(h) d(g)) \leqslant d(g h)$. This is part of the requirement when we ask for the condition $\theta_{g} \circ \theta_{h} \leqslant \theta_{g h}$.

It is obvious that a partial action $\theta$ of $\Gamma$ on $E$ induces in a canonical way a partial action of $\Gamma$ on $C_{\mathrm{u}}^{*}(E)$, and we again denote this partial action by $\theta$.

Given a partial action $\theta$ of a group $\Gamma$ on $E$, we construct the enveloping semilattice and the dilated action. First, we introduce the following equivalence relation on $\Gamma \times E$ :

$$
(g, d) \sim(h, e) \Leftrightarrow \theta_{h^{-1}}(d)=e
$$

More precisely, the equation $\theta_{h^{-1} g}(d)=e$ includes the requirement that $d \leqslant$ $d\left(h^{-1} g\right)$. It is clear that $\sim$ indeed defines an equivalence relation. The equivalence class of $(h, e)$ will be denoted by $[h, e]$. Moreover, it is easy to check that the formula

$$
[g, d] \cdot[h, e]:=\left[g, d \theta_{g^{-1} h}\left(e d\left(g^{-1} h\right)\right)\right]
$$

defines a product on $\Gamma \times E / \sim$ so that $(\Gamma \times E / \sim, \cdot)$ becomes a semilattice.
Definition 4.3. We define a semilattice Env $(E)$ by setting Env $(E):=(\Gamma \times$ $E / \sim, \cdot)$.

It is easy to see that for every $g \in \Gamma$, the map $[h, e] \mapsto[g h, e]$ is a well-defined automorphism of Env $(E)$.

Definition 4.4. We let $\tau$ be the action of $\Gamma$ on $\operatorname{Env}(E)$ given by $\tau_{g}[h, e]=$ $[g h, e]$, and we denote the induced $\Gamma$-action on $C_{\mathrm{u}}^{*}(\operatorname{Env}(E))$ by $\tau$ as well.

It is easy to see that the map $E \rightarrow \operatorname{Env}(E), e \mapsto[1, e]$ defines an injective homomorphism of semilattices. Moreover, the partial action $\theta$ of $\Gamma$ on $E$ induces a partial action $\theta^{1}$ of $\Gamma$ on $E^{1}$ with $\theta_{g}^{1}:=\theta_{g}$ if $d(g), r(g) \in E$ and where $\theta_{g}^{1}$ is the unique unital extension of $\theta_{g}$ if $d(g)=r(g)=1$. Our construction applied to $E^{1}$ and $\theta^{1}$ yields another semilattice $\operatorname{Env}\left(E^{1}\right)$ with a $\Gamma$-action. Again $E^{1}$ sits as a subsemilattice in $\operatorname{Env}\left(E^{1}\right)$. Also, $\operatorname{Env}(E)$ sits canonically as a $\Gamma$ invariant ideal in $\operatorname{Env}\left(E^{1}\right)$. Let 1 be the unit of $E^{1}$. Then $1(\operatorname{Env}(E)) 1$ is the subsemilattice of $\operatorname{Env}(E)$ corresponding to $E$. On the level of $C^{*}$-algebras, we have that $C_{\mathrm{u}}^{*}(\operatorname{Env}(E))$ is an essential ideal of $C_{\mathbf{u}}^{*}\left(\operatorname{Env}\left(E^{1}\right)\right)$, so that we can think of $1 \in C_{\mathbf{u}}^{*}\left(\operatorname{Env}\left(E^{1}\right)\right)$ as a multiplier of $C_{\mathbf{u}}^{*}(\operatorname{Env}(E))$. In addition, we can canonically identify $C_{\mathbf{u}}^{*}(E)$ with $1\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E))\right) 1$.

REMARK 4.5. It is straightforward to check that $\left(\tau, C_{\mathbf{u}}^{*}(\operatorname{Env}(E))\right)$ is the enveloping action of $\left(\theta, C_{\mathrm{u}}^{*}(E)\right)$, in the sense of Definition 2.3 in [1]. Therefore, by

Proposition 2.1 of [1], the dual action $(\widehat{\tau}, \widehat{\operatorname{Env}(E)})$ of $\left(\tau, C_{\mathrm{u}}^{*}(\operatorname{Env}(E))\right)$ is the enveloping action of the dual action $(\widehat{\theta}, \widehat{E})$ of $\left(\theta, C_{\mathrm{u}}^{*}(E)\right)$. In particular, $(\widehat{\theta}, \widehat{E})$ admits an enveloping action on a Hausdorff space.

With this remark in mind, the following lemma is not surprising.
LEMMA 4.6. We have an isomorphism $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} \Gamma \cong 1\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma\right) 1$ determined by $\mathrm{eV} V_{g} \mapsto e \cdot\left(1 U_{g} 1\right)=e U_{g} 1$ for all $e \in E$ and $g \in \Gamma$, and the latter $C^{*}$ algebra is a full corner of $C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma$. Here $V_{g}$ is the canonical partial isometry in the multiplier algebra of $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} \Gamma$ corresponding to $g \in \Gamma$, and $U_{g}$ is the canonical unitary in the multiplier algebra of $C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma$ for $g \in \Gamma$.

Proof. This is an immediate consequence of the observation that $\left(\tau, C_{\mathbf{u}}^{*}(\operatorname{Env}(E))\right)$ is the enveloping action of $\left(\theta, C_{\mathbf{u}}^{*}(E)\right)$ and of the construction of reduced crossed products (see for instance [22]).

Given a faithful, non-degenerate representation $\pi: C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rightarrow \mathcal{L}(H)$, we extend $\pi$ to $C_{\mathrm{u}}^{*}\left(\operatorname{Env}\left(E^{1}\right)\right)$ so that we can form $\pi(1)$. Let $\tilde{\pi}$ be the twisted representation $C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rightarrow \mathcal{L}\left(H \otimes \ell^{2} \Gamma\right)$ given by

$$
\tilde{\pi}(x)\left(\xi \otimes \varepsilon_{\gamma}\right)=\pi\left(\tau_{\gamma^{-1}}(x)\right)(\xi) \otimes \varepsilon_{\gamma}
$$

Since $\tilde{\pi}$ is again non-degenerate, we can extend it to $C_{\mathrm{u}}^{*}\left(\operatorname{Env}\left(E^{1}\right)\right)$ and form $\tilde{\pi}(1)$. Let $\lambda$ be the left regular representation of $\Gamma$ on $\ell^{2} \Gamma$ and form $1 \otimes \lambda: \Gamma \rightarrow$ $U\left(H \otimes \ell^{2} \Gamma\right)$. The reduced crossed product $C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma$ is by definition the $C^{*}$-algebra generated by $\tilde{\pi}(x)\left(1 \otimes \lambda_{g}\right)$ for $x \in C_{\mathrm{u}}^{*}(\operatorname{Env}(E))$ and $g \in \Gamma$. Now $\left.\pi\right|_{C_{\mathbf{u}}^{*}(E)}: C_{\mathrm{u}}^{*}(E) \rightarrow \mathcal{L}(\pi(1) H)$ is a faithful representation of $C_{\mathrm{u}}^{*}(E)$, and the representation $\left(\left.\pi\right|_{C_{\mathrm{u}}^{*}(E)}\right)^{\sim}$ (using the notation from Section 3 of [22]) is just the cutdown of $\left.\widetilde{\pi}\right|_{C_{\mathbf{u}}^{*}(E)}$ by $\widetilde{\pi}(1)$. Moreover, for every $g \in \Gamma, \tilde{\pi}(1)\left(1 \otimes \lambda_{g}\right) \widetilde{\pi}(1)$ is just the partial isometry used in the definition of reduced partial crossed products in Section 3 of [22]. The first part of our lemma follows. That $1\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma\right) 1$ is a full corner follows immediately from the obvious fact that Env $(E)=\bigcup_{g \in \Gamma} \tau_{g}(E)$.

Now let us consider relations.
Lemma 4.7. Assume that $\theta$ is a partial action of a group $\Gamma$ on $E$. For every $e \in$ $E^{\times}$, let $\mathscr{R}(e)$ be a finite set of finite covers for e such that the following conditions hold:
(1p) For $d, e$ in $E^{\times}$with de $\neq 0$ and $\mathcal{R} \in \mathscr{R}(e)$, either de $\in(d \cdot \mathcal{R})^{\times}$or $(d \cdot \mathcal{R})^{\times} \in$ $\mathscr{R}(d e)$.
(2p) For $e \in E^{\times}$, pairwise distinct $\mathcal{R}_{1}, \ldots, \mathcal{R}_{r}$ in $\mathscr{R}(e)$ and $\varepsilon_{i} \in E\left(\left(\bigvee \mathcal{R}_{i}\right)\right)$ for $1 \leqslant i \leqslant r$, we have for every $1 \leqslant j \leqslant r$ : If $\prod_{i=1, i \neq j}^{r} \varepsilon_{i} \neq 0$, then $\prod_{i=1}^{r} \varepsilon_{i} \lessgtr \prod_{i=1, i \neq j}^{r} \varepsilon_{i}$. As before, we define the product $\prod_{i=1, i \neq j}^{r} \varepsilon_{i}$ to be e in the case $r=1$.
(3p) For every $g \in \Gamma$ and $e \in E^{\times}$with $e \leqslant d(g)$, we have $\tau_{g}(\mathscr{R}(e))=\mathscr{R}\left(\theta_{g}(e)\right)$.
(4p) sup $|\mathscr{R}(e)|<\infty$.

If we now set for $[h, e] \in \operatorname{Env}(E)^{\times}: \mathscr{R}([h, e]):=\tau_{h}(\mathscr{R}(e))$, then $\operatorname{Env}(E)$ and $\mathscr{R}(x)$, $x \in \operatorname{Env}(E)^{\times}$satisfy the conditions (i) to (iv) from Theorem 3.3

Proof. It is easy to see that for every $x \in \operatorname{Env}(E)^{\times}, \mathscr{R}(x)$ is a well-defined finite set of finite covers for $x$. Moreover, conditions (ii), (iii) and (iv) are easy to check. It remains to check condition (i). Let $x=[g, d]$ and $y=[h, e]$ be elements in Env $(E)^{\times}$with $x y \neq 0$. We have to show that for all $\mathcal{R} \in \mathscr{R}(e)$, either $x y$ lies in $x \cdot \tau_{h}(\mathcal{R})$ or $\left(x \cdot \tau_{h}(\mathcal{R})\right)^{\times} \in \mathscr{R}(x y)$. First, let us see that we can without loss of generality assume that $x$ lies in $E$. Namely, $x=\tau_{g}([1, d])$, and we have $x y=$ $\tau_{g}\left([1, d] \tau_{g}^{-1} y\right), x \cdot \tau_{h}(\mathcal{R})=\tau_{g}\left([1, d] \tau_{g}^{-1} \tau_{h}(\mathcal{R})\right)$ and $\mathscr{R}(x y)=\mathscr{R}\left(\tau_{g}\left([1, d] \tau_{g}^{-1} y\right)\right)=$ $\tau_{g}\left(\mathscr{R}\left([1, d] \tau_{g}^{-1} y\right)\right)$. This means that once we prove our claim for $[1, d]$ in place of $x$ and $\tau_{g}^{-1} y$ in place of $y$, we are done. In other words, we can assume that $g=1$.

For $[1, f] \in \mathcal{R}$, we compute $[1, d] \tau_{h}[1, f]=[1, d][h, f]=\left[1, d \theta_{h}(f d(h))\right]$. Condition (1p) tells us that either $e d(h) \in \mathcal{R} \cdot d(h)$ or that $(\mathcal{R} \cdot d(h))^{\times} \in \mathscr{R}(e d(h))$. In the first case, we conclude that $x y=[1, d][h, e]=\left[1, d \theta_{h}(e d(h))\right]=[1, d] \tau_{h}[1, f]$ (for some $f$ ) lies in $x \cdot \tau_{h}(\mathcal{R})$. In the second case, it follows that $\left(\theta_{h}(\mathcal{R} \cdot d(h))\right)^{\times} \in$ $\mathscr{R}\left(\theta_{h}(e d(h))\right)$ by condition (3p). Now, condition (1p) again says that we either have $d \theta_{h}(e d(h)) \in d\left(\theta_{h}(\mathcal{R} \cdot d(h))\right)$ or $\left(d\left(\theta_{h}(\mathcal{R} \cdot d(h))\right)\right)^{\times} \in \mathscr{R}\left(d\left(\theta_{h}(e d(h))\right)\right)$. In the first case, we have $x y=\left[1, d \theta_{h}(e d(h))\right] \in x \cdot \tau_{h}(\mathcal{R})$. In the second case, we conclude that $\left(x \cdot \tau_{h}(\mathcal{R})\right)^{\times} \in \mathscr{R}(x y)$ since $x y=d\left(\theta_{h}(e d(h))\right)$.

PROPOSITION 4.8. In the situation of Lemma 4.7, set

$$
\begin{aligned}
I & :=\left\langle\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(E), \\
\operatorname{Env}(I) & :=\left\langle\left\{x-\bigvee \mathcal{R}: x \in \operatorname{Env}(E)^{\times}, \mathcal{R} \in \mathscr{R}(x)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) .
\end{aligned}
$$

Let $\langle I\rangle:=\langle I\rangle_{C_{\mathbf{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} \Gamma}$ be the ideal of $C_{\mathbf{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} \Gamma$ generated by I and

$$
\langle\operatorname{Env}(I)\rangle:=\langle\operatorname{Env}(I)\rangle_{C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, r} \Gamma}
$$

be the ideal of $C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma$ generated by Env $(I)$.
Then $I=1(\operatorname{Env}(I)) 1,\langle I\rangle=1\langle\operatorname{Env}(I)\rangle 1$, and the isomorphism from Lemma 4.6 induces an isomorphism $\left(C_{\mathbf{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} \Gamma\right) /\langle I\rangle \cong \dot{1}\left(\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} \Gamma\right) /\langle\operatorname{Env}(I)\rangle\right) \overline{1}$. If furthermore $\Gamma$ is exact, then the isomorphism from Lemma 4.6 also induces an isomorphism $\left(C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} \Gamma\right) /\langle I\rangle \cong \dot{1}\left(\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)\right) \rtimes_{\tau, \mathrm{r}} \Gamma\right) \dot{1}$. Here $\dot{1}$ is the image of 1 in the multiplier algebra of the corresponding quotient, and $\dot{1}$ gives rise to a full corner (regardless whether $\Gamma$ is exact or not). In addition, $\Gamma \curvearrowright C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)$ admits a finite length independent resolution.

Proof. The equation $I=1(\operatorname{Env}(I)) 1$ follows from (1p) and (3p). That $\langle I\rangle=$ $1\langle\operatorname{Env}(I)\rangle 1$ is an immediate consequence. The rest follows from Lemma 4.6. Lemma 4.7 and Theorem 3.3 .

Now let $S$ be an inverse semigroup with zero element. For $s \in S$ let $\Lambda(s)$ be the partial isometry on $\ell^{2} S^{\times}$defined by $\Lambda(s) \varepsilon_{x}=\varepsilon_{s x}$ if $s^{*} s x=x$ and $\Lambda(s) \varepsilon_{s}=0$
otherwise. By definition, $C_{r}^{*}(S)$ is the $C^{*}$-algebra generated by $\Lambda(s), s \in S$. Note that we consider partial isometries on $\ell^{2} S^{\times}$to make sure that $\Lambda(0)=0$.

Let $S$ be 0-F-inverse, and let $G$ be a group and $\sigma:\left(S^{1}\right)^{\times} \rightarrow G$ a morphism injective on the set of maximal elements $M\left(S^{1}\right)$ as in Section 1 of [26]. Let $s_{g}$ be the maximal element of $\sigma^{-1}(g)$ if the latter set is non-empty, and let $s_{g}:=0$ otherwise. We denote by $E$ the semilattice of idempotent elements in $S$. In such a situation, a partial action $\theta$ of $G$ on $E$ is given as follows: For $g \in G$, we set $d(g):=s_{g}^{*} s_{g}, r(g):=s_{g} s_{g}^{*}$ and $\theta_{g}: d(g) E d(g) \rightarrow r(g) E r(g), e \mapsto s_{g} e s_{g}^{*}$. First of all, let us prove the following

Lemma 4.9. We have an isomorphism $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} G \cong C_{\mathrm{r}}^{*}(S)$ determined by $e V_{g} \mapsto \Lambda\left(e s_{g}\right)$ for all $e \in E$ and $g \in G$.

Proof. The map $S^{\times} \rightarrow E^{\times} \times G, s \mapsto\left(s s^{*}, \sigma(s)\right)$ is injective since $s=s s^{*} s_{\sigma(s)}$. Using this map, we view $S^{\times}$as a subset of $E^{\times} \times G$, and we let $P \in \mathcal{L}\left(\ell^{2} E^{\times} \otimes \ell^{2} G\right)$ be the orthogonal projection onto $\ell S^{\times} \subseteq \ell^{2} E^{\times} \otimes \ell^{2} G$.

Let $\pi: C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rightarrow \mathcal{L}\left(\ell^{2} \operatorname{Env}(E)^{\times}\right)$be the left regular representation of the semilattice Env $(E)$ viewed as an inverse semigroup. As before, we extend $\pi$ to $C_{\mathrm{u}}^{*}\left(\operatorname{Env}\left(E^{1}\right)\right)$ so that we can form $\pi(1)$. It is clear that we can represent $C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} G$ faithfully on $\ell^{2} \operatorname{Env}(E)^{\times} \otimes \ell^{2} G$ by sending $x \in \operatorname{Env}(E)$ to $\pi(x) \otimes 1$ and $U_{g}$ to $T_{g} \otimes \lambda_{g}$ for $g \in G$, where $T_{g}\left(\varepsilon_{x}\right)=\varepsilon_{\tau_{g}(x)}$ for $x \in \operatorname{Env}(E)^{\times}$. Using the isomorphism $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} G \cong 1\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} G\right) 1$ from Lemma 4.6. we obtain a faithful representation of $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} G$ on $\pi(1)\left(\ell^{2} \operatorname{Env}(E)^{\times}\right) \otimes \ell^{2} G=$ $\ell^{2} E^{\times} \otimes \ell^{2} G$ given by $e V_{g} \mapsto(\pi(e) \otimes 1)(\pi(1) \otimes 1)\left(T_{g} \otimes \lambda_{g}\right)(\pi(1) \otimes 1) . \quad$ An obvious computation shows that both $\pi(e) \otimes 1, e \in E$, and $(\pi(1) \otimes 1)\left(T_{g} \otimes\right.$ $\left.\lambda_{g}\right)(\pi(1) \otimes 1), g \in G$, leave the subspace $\ell^{2} S^{\times} \subseteq \ell^{2} E^{\times} \otimes \ell^{2} G$ invariant. Moreover, we have $P(\pi(e) \otimes 1)(\pi(1) \otimes 1)\left(T_{g} \otimes \lambda_{g}\right)(\pi(1) \otimes 1) P=\Lambda\left(e s_{g}\right)$. Therefore, cutting down by $P$ gives rise to a surjective homomorphism $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} G \rightarrow$ $C_{\mathrm{r}}^{*}(S)$. This homomorphism is injective since it fits into the following commutative diagram

where the vertical arrows are given by the canonical faithful conditional expectations.

Combining Lemma 4.6 with Lemma 4.9. we obtain the following
Corollary 4.10. $C_{r}^{*}(S)$ is isomorphic to the full corner

$$
\begin{gathered}
1\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} G\right) 1 \\
\text { of } C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\tau, \mathrm{r}} G \text { via } \Lambda\left(e s_{g}\right) \mapsto e \cdot\left(1 U_{g} 1\right)=e U_{g} 1 .
\end{gathered}
$$

This makes the observations from Section 2 of [26] a bit more explicit.
Again, we turn to relations and the corresponding ideals. The following is an immediate consequence of our discussions:

Proposition 4.11. Let $\theta$ be the partial action of a group $G$ on a semilattice $E$ attached to a 0-F-inverse semigroup $S$ and a morphism $\sigma:\left(S^{1}\right)^{\times} \rightarrow G$ injective on $M\left(S^{1}\right)$ as above. Assume that for every $e \in E^{\times}$, we are given a finite set $\mathscr{R}(e)$ of finite covers for e such that conditions (1p) to (4p) from Lemma 4.7hold. Set $I:=\langle\{e-\bigvee \mathcal{R}$ : $\left.\left.e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(E)$, let $\langle I\rangle$ be ideal of $C_{\mathrm{r}}^{*}(S)$ or $C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} G$, respectively, which is generated by I, and let Env (I), 〈Env (I) $\rangle$ be as in Proposition 4.8

If $G$ is exact, then the isomorphisms from Lemma 4.9 and Proposition 4.8 give rise to isomorphisms

$$
C_{\mathrm{r}}^{*}(S) /\langle I\rangle \cong C_{\mathrm{u}}^{*}(E) \rtimes_{\theta, \mathrm{r}} G /\langle I\rangle \cong \dot{1}\left(\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)\right) \rtimes_{\tau, \mathrm{r}} G\right) \dot{1} .
$$

The latter $C^{*}$-algebra is a full corner, so that all these $C^{*}$-algebras are Morita equivalent to

$$
\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)\right) \rtimes_{\tau, \mathrm{r}} G .
$$

And finally, $G \curvearrowright C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)$ admits a finite length independent resolution.
REMARK 4.12. The dual system $(\widehat{\operatorname{Env}(E)}, G, \widehat{\tau})$ in our setting can be canonically identified with the dynamical system $(\Omega, G, \tau)$ from Section 2 of [26].

Remark 4.13. Assume that in Proposition 4.11, we can choose relations $\mathscr{R}(e), e \in E^{\times}$in such a way that the spectrum of $C_{\mathrm{u}}^{*}(E) / I$ identifies with the tight spectrum $\widehat{E}_{\text {tight }}$ in the sense of [11]. Then Proposition 4.11 gives a way to describe the tight (reduced) $C^{*}$-algebra of $S$ as a crossed product which admits a finite length independent resolution.

## 5. COMPUTING K-THEORY IN THE CASE OF FREE ACTIONS

Let $E$ be a fixed $\Gamma$-semilattice with a fixed system $\mathscr{R}$ of covers satisfying (i)-(iii) of Theorem 3.3 Suppose also that $\Gamma$ acts freely on $E^{\times}$. This situation was also discussed in Section 5 of [21] where we found methods for computing $H_{*}\left(\Gamma, \mathbb{Z}\left(E^{\times}\right) / I_{\mathbb{Z}}\right)$. If we also suppose that $\Gamma$ is exact and satisfies the Baum Connes conjecture with coefficients we can use information about these homology groups to describe the K-theory of $\left(C_{\mathrm{u}}^{*}(E) / I\right) \rtimes_{\mathrm{r}} \Gamma$.

LEMMA 5.1. Continue with the assumptions introduced in the beginning of the section. For each $k>0$, let $\phi_{k}$ denote the $*$-homomorphism $\phi_{k}: C_{\mathrm{u}}^{*}\left(E_{k}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow$ $C_{\mathrm{u}}^{*}\left(E_{k-1}\right) \rtimes_{\mathrm{r}} \Gamma$ in the independent resolution obtained from Corollary 3.2 Then by applying the $K_{0}$ functor to the sequence

$$
\cdots \xrightarrow{\phi_{3}} C_{\mathrm{u}}^{*}\left(E_{2}\right) \rtimes_{\mathrm{r}} \Gamma \xrightarrow{\phi_{2}} C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \Gamma \xrightarrow{\phi_{1}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} \Gamma \rightarrow 0
$$

one obtains the chain complex

$$
C=\left(\cdots \rightarrow \mathbb{Z}\left[\Gamma \backslash E_{2}^{\times}\right] \rightarrow \mathbb{Z}\left[\Gamma \backslash E_{1}^{\times}\right] \rightarrow \mathbb{Z}\left[\Gamma \backslash E^{\times}\right] \rightarrow 0\right)
$$

defined in Section 5 of [21]. Moreover there is a $\Gamma$-equivariant isomorphism $K_{0}\left(C_{\mathbf{u}}^{*}(E) / I\right)$ $\cong \mathbb{Z}\left(E^{\times}\right) / I_{\mathbb{Z}}$, and so we have $H_{*}(C) \cong H_{*}\left(\Gamma, K_{0}\left(C_{\mathrm{u}}^{*}(E) / I\right)\right)$.

Proof. By definition, the restriction of $\phi_{k}$ to $\mathbb{Z}\left[E_{k}^{\times}\right]$is the map induced from the inclusion $E_{k} \hookrightarrow \mathbb{Z}\left[E_{k-1}^{\times}\right]$. Moreover, Corollary 3.14 of [5] gives us that $K_{0}\left(C_{\mathbf{u}}^{*}\left(E_{k}\right) \rtimes_{\mathrm{r}} \Gamma\right) \simeq \mathbb{Z}\left[\Gamma \backslash E_{k}^{\times}\right]$. In this isomorphism the $K_{0}$-class of $e \in E_{k}$ (identified as an element of $\left.C_{\mathbf{u}}^{*}\left(E_{k}\right)\right)$ is sent to the class $[e] \in \mathbb{Z}\left[\Gamma \backslash E_{k}^{\times}\right]$. Thus (omitting the isomorphism) $\left(\phi_{k}\right)_{*}$ maps $[e]$ to $[f] \in \mathbb{Z}\left[\Gamma \backslash E_{k-1}^{\times}\right]$, where $f \in \mathbb{Z}\left[E_{k-1}^{\times}\right]$is the inclusion of $e$. Then by definition $[f]=\partial_{k}([e])$, where $\partial_{k}: \mathbb{Z}\left[\Gamma \backslash E_{k}^{\times}\right] \rightarrow \mathbb{Z}\left[\Gamma \backslash E_{k-1}^{\times}\right]$ is the $k^{\prime}$ th boundary map in $C$.

The last statement, that $H_{*}(C) \cong H_{*}\left(\Gamma, K_{0}\left(C_{\mathbf{u}}^{*}(E) / I\right)\right)$ follows as in Section 5 of [21].

Proposition 5.2. Continue with the assumptions introduced in the beginning of the section. Let $n=\sup _{e \in E^{\star}}|\mathscr{R}(e)|$. Let $D=C_{\mathrm{u}}^{*}(E) / I$. Then:
(i) If $n=1, K_{0}\left(D \rtimes_{\mathrm{r}} \Gamma\right) \cong H_{0}\left(\Gamma, K_{0}(D)\right)$ and $K_{1}\left(D \rtimes_{\mathrm{r}} \Gamma\right) \cong H_{1}\left(\Gamma, K_{0}(D)\right)$.
(ii) If $n=2, K_{0}\left(D \rtimes_{\mathrm{r}} \Gamma\right) \cong H_{0}\left(\Gamma, K_{0}(D)\right) \oplus H_{2}\left(\Gamma, K_{0}(D)\right)$ and $K_{1}\left(D \rtimes_{\mathrm{r}} \Gamma\right) \cong$ $H_{1}\left(\Gamma, K_{0}(D)\right)$.
(iii) If $n=3$ and $H_{3}\left(\Gamma, K_{0}(D)\right)=0$, there is an extension

$$
0 \rightarrow H_{0}\left(\Gamma, K_{0}(D)\right) \rightarrow K_{0}\left(D \rtimes_{\mathrm{r}} \Gamma\right) \rightarrow H_{2}\left(\Gamma, K_{0}(D)\right) \rightarrow 0,
$$

and $K_{1}\left(D \rtimes_{\mathrm{r}} \Gamma\right) \cong H_{1}\left(\Gamma, K_{0}(D)\right)$.
Proof. For any map $f: X \rightarrow Y$ between sets $X, Y$, let $f^{\circ}$ denote the restriction $f^{\circ}: X \rightarrow f(X)$. Assume $n>0$ and look at the short exact sequence

$$
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{n}\right) \rtimes_{\mathrm{r}} \Gamma \xrightarrow{\phi_{n}} C_{\mathrm{u}}^{*}\left(E_{n-1}\right) \rtimes_{\mathrm{r}} \Gamma \xrightarrow{\phi_{n-1}^{\circ}} \operatorname{ker}_{n-2} \rightarrow 0
$$

where $\operatorname{ker}_{n-2}=\operatorname{im} \phi_{n-1}=\operatorname{ker} \phi_{n-2}$. Using Lemma 5.1 we get that this short exact sequence induces the six-term exact sequence


So $K_{0}\left(\operatorname{ker}_{n-2}\right) \cong \operatorname{coker} \partial_{n}$ with $\left(\phi_{n-1}^{\circ}\right)_{*}$ being the quotient map, and $K_{1}\left(\operatorname{ker}_{n-2}\right) \cong$ $\operatorname{ker} \partial_{n}=H_{n}(C)$. Assuming for a moment that $n=1$ we get $\operatorname{ker}_{n-2}=D \rtimes_{\mathrm{r}} \Gamma$. Moreover, $H_{0}(C)=$ coker $\partial_{n}$. As shown in Lemma 5.1. $H_{*}\left(\Gamma, K_{0}(D)\right)=H_{*}(C)$, so the first point is proved. Continuing the above computations with $n>1$ we
look at the next short exact sequence

$$
0 \rightarrow \operatorname{ker}_{n-2} \xrightarrow{f_{n-2}} C_{\mathrm{u}}^{*}\left(E_{n-2}\right) \rtimes_{\mathrm{r}} \Gamma \xrightarrow{\phi_{n-2}^{\circ}} \operatorname{ker}_{n-3} \rightarrow 0
$$

where $f_{n-2}$ is the inclusion $\operatorname{ker} \phi_{n-2} \hookrightarrow C_{\mathrm{u}}^{*}\left(E_{n-2}\right) \rtimes_{\mathrm{r}} \Gamma$. This induces the six-term exact sequence


Since $\phi_{n-1}=f_{n-2} \phi_{n-1}^{\circ}$ we get $\partial_{n-1}(x)=\left(f_{n-2}\right)_{*}\left(\phi_{n-1}^{\circ}\right)_{*}(x)=\left(f_{n-2}\right)_{*}(x+$ $\left.\operatorname{im} \partial_{n}\right)$. This gives us $K_{1}\left(\operatorname{ker}_{n-3}\right) \cong \operatorname{ker}\left(f_{n-2}\right)_{*}=\operatorname{ker} \partial_{n-1} / \operatorname{im} \partial_{n}=H_{n-1}(C)$. As $H_{n}(C)=\operatorname{ker} \partial_{n}$ is free over $\mathbb{Z}$ we get $K_{0}\left(\operatorname{ker}_{n-3}\right) \cong H_{n}(C) \oplus \operatorname{coker}\left(f_{n-2}\right)_{*}=$ $H_{n}(C) \oplus \operatorname{coker} \partial_{n-1}$. Here $\left(\phi_{n-2}^{\circ}\right)_{*}$ is the quotient map onto coker $\partial_{n-1}$. If we assume for a moment that $n=2$, then $\operatorname{ker}_{n-3}=D \rtimes_{\mathrm{r}} \Gamma$. Moreover, coker $\partial_{n-1}=$ $H_{0}(C)$, so the second point is proved. Continuing the computations for $n>2$ we get the short exact sequence

$$
0 \rightarrow \operatorname{ker}_{n-3} \xrightarrow{f_{n-3}} C_{\mathrm{u}}^{*}\left(E_{n-3}\right) \rtimes_{\mathrm{r}} \Gamma \rightarrow \operatorname{ker}_{n-4} \rightarrow 0
$$

and the associated six-term exact sequence


Using a similar argument as for $\left(f_{n-2}\right)_{*}$ we get that $\left(f_{n-3}\right)_{*}\left(x, y+\operatorname{im} \partial_{n-1}\right)=$ $g(x)+\partial_{n-2}(y)$ for some map $g$. Now if $H_{n}(C)=0, K_{1}\left(\operatorname{ker}_{n-4}\right) \cong \operatorname{ker}\left(f_{n-3}\right)_{*}=$ $H_{n-2}(C)$. We also see that there is an extension

$$
0 \rightarrow \operatorname{coker}\left(f_{n-3}\right)_{*} \rightarrow K_{0}\left(\operatorname{ker}_{n-4}\right) \rightarrow H_{n-1}(C) \rightarrow 0
$$

If $H_{n}(C)=0$, then $\operatorname{coker}\left(f_{n-3}\right)_{*}=\operatorname{coker} \partial_{n-2}$. In particular, if $n=3$ and $H_{3}(C)=0$, coker $\left(f_{n-3}\right)_{*}=H_{0}(C)$. This finishes the proof.

REMARK 5.3. As noted in Lemma 5.1. the homology groups $H_{*}\left(\Gamma, K_{0}\left(C_{\mathrm{u}}^{*}(E) / I\right)\right)$ may be computed as the homology groups of the chain complex $C$ of Section 5 in [21]. If the system of covers $\mathscr{R}$ also satisfies the conditions (A)-(C) of Section 5 in [21], one may due to Remark 5.6 of [21] replace the chain complex $\underset{\sim}{C}$ with the chain complex $\widetilde{C}$ in the situation of that remark. The chain complex $\widetilde{C}$ is also defined in Section 5 of [21].

## 6. EXAMPLES

6.1. GRAPH $C^{*}$-ALGEbRAS. We show that using independent resolutions, it is easy to compute K-theory for graph $C^{*}$-algebras. We use the same notation as in Section 5 of [26]: Let $\mathcal{E}=\left(\mathcal{E}^{0}, \mathcal{E}^{1}, \sigma, \rho\right)$ be a graph, and let $S_{\mathcal{E}}$ be its graph inverse semigroup. $S_{\mathcal{E}}^{1}$ is strongly 0-F-inverse with universal grading $\left(S_{\mathcal{E}}^{1}\right)^{\times} \rightarrow \mathbb{F}$, where $\mathbb{F}$ is the free group on $\mathcal{E}^{1}$. The semilattice $E$ of idempotent elements in $S_{\mathcal{E}}$ can be identified with $\mathcal{E}^{*} \cup\{0\}$, where $\mathcal{E}^{*}$ is the set of finite paths of $\mathcal{E}$. Multiplication in $E$ is given by $\mu \cdot v:=\mu$ if $v=\mu v^{\prime}$ for some $v^{\prime} \in \mathcal{E}^{*}, \mu \cdot v:=v$ if $\mu=v \mu^{\prime}$ for some $\mu^{\prime} \in \mathcal{E}^{*}$, and $\mu \cdot v:=0$ otherwise. Here $\mu \nu^{\prime}$ stands for concatenation of paths.

The partial action of $\mathbb{F}$ on $E$ attached to $S_{\mathcal{E}}$ in the sense of Section 4 is given as follows: We view $\mathcal{E}^{*}$ as a subset of $\mathbb{F}$ in a canonical way. For paths $\mu$ and $v$ in $\mathcal{E}^{*}$ with length at least one and $\sigma(\mu)=\sigma(v)$, let $d\left(\mu \nu^{-1}\right)=v \cdot E, r\left(\mu \nu^{-1}\right)=\mu \cdot E$ and $\theta_{\mu \nu^{-1}}(\nu \cdot \xi):=\mu \cdot \xi$. For the identity $1 \in \mathbb{F}$, we set $\theta_{1}:=\operatorname{id}_{E}$, and all the remaining $g \in \mathbb{F}$ do not lie in the image of our grading.

As observed in Section 5 of [26], $C_{r}^{*}\left(S_{\mathcal{E}}\right)$ is canonically isomorphic to the Toeplitz algebra of $\mathcal{E}$. The graph $C^{*}$-algebra of $\mathcal{E}$ is the tight version of $C_{\mathrm{r}}^{*}\left(S_{\mathcal{E}}\right)$, i.e., a quotient by a certain ideal. To describe the graph $C^{*}$-algebra of $\mathcal{E}$, we consider the following relations: Let $\mathcal{E}_{0}^{0}$ be the vertices $v$ of $\mathcal{E}$ for which $0<\#\left\{\kappa \in \mathcal{E}^{1}\right.$ : $v=\rho(\kappa)\}<\infty$, and let $\sigma^{-1}\left(\mathcal{E}_{0}^{0}\right)$ be the set of paths $\mu$ with $\sigma(\mu) \in \mathcal{E}_{0}^{0}$. For every $\mu \in \sigma^{-1}\left(\mathcal{E}_{0}^{0}\right)$, we let $\mathcal{R}(\mu)$ be the finite cover $\left\{\mu \kappa: \kappa \in \mathcal{E}^{1}, \sigma(\mu)=\rho(\kappa)\right\}$ for $\mu$, and we set $\mathscr{R}(\mu):=\{\mathcal{R}(\mu)\}$. For the remaining $\mu \in E^{\times}$which are not in $\sigma^{-1}\left(\mathcal{E}_{0}^{0}\right)$, just set $\mathscr{R}(\mu):=\varnothing$. Let $e_{\mu}$ be the projection in $C_{\mathrm{u}}^{*}(E)$ corresponding to $\mu \in E$. If we now set

$$
I:=\left\langle\left\{e_{\mu}-\bigvee_{v \in \mathcal{R}(\mu)} e_{v}: \mu \in \sigma^{-1}\left(\mathcal{E}_{0}^{0}\right)\right\}\right\rangle \triangleleft C_{\mathbf{u}}^{*}(E)
$$

then it is clear by construction that the graph $C^{*}$-algebra $C^{*}(\mathcal{E})$ is canonically isomorphic to $C_{\mathrm{r}}^{*}\left(S_{\mathcal{E}}\right) /\langle I\rangle$. Moreover, it is easy to see that the partial action $\mathbb{F} \curvearrowright E$ and $\mathscr{R}(\mu), \mu \in E^{\times}$, satisfy conditions ( 1 p ) to ( 4 p ) from Lemma 4.7 .

Proposition 4.10 implies that $C_{r}^{*}\left(S_{\mathcal{E}}\right)$ (and hence the Toeplitz algebra of $\mathcal{E}$ ) is isomorphic to a full corner in $C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\mathrm{r}} \mathbb{F}$, and Proposition 4.11implies that $C_{\mathrm{r}}^{*}\left(S_{\mathcal{E}}\right) /\langle I\rangle$ (and hence the graph $C^{*}$-algebra of $\mathcal{E}$ ) is isomorphic to a full corner in $\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} \mathbb{F}$.

Let us now come to K-theory. Since the stabilizer groups for the action of $\mathbb{F}$ on Env $(E)^{\times}$are trivial (see [26]) we could utilize Proposition 5.2 , but in this case it is more illuminating to do the computations directly to illustrate what goes on. Lemma 4.7 and Proposition 4.1 of [21] yield the semilattice

$$
E_{1}:=\left\{[g, \mu]-\bigvee \mathcal{R}([g, \mu]): g \in \mathbb{F}, \mu \in \sigma^{-1}\left(\mathcal{E}_{0}^{0}\right)\right\} \cup\{0\} \subseteq \operatorname{Proj}\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E))\right)
$$

where $\mathcal{R}([g, \mu])=\tau_{g}(\mathcal{R}(\mu))(\tau$ is defined in Definition 4.4. By Theorem 3.3. since we have sup $|\mathcal{R}(e)|=1$, we obtain a short exact sequence

$$
\begin{equation*}
0 \rightarrow C_{\mathbf{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \mathbb{F} \xrightarrow{i} C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\mathrm{r}} \mathbb{F} \rightarrow\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)\right) \rtimes \mathbb{F} \rightarrow 0 \tag{6.1}
\end{equation*}
$$

With Corollary 3.14 of [5] (see also [26]), we compute

$$
K_{*}\left(C_{\mathbf{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\mathrm{r}} \mathbb{F}\right) \cong \bigoplus_{v \in \mathcal{E}^{0}} K_{*}(\mathbb{C})
$$

with generators for $K_{0}$ given by $\left[e_{v}\right], v \in \mathcal{E}^{0}$, and $K_{*}\left(C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \mathbb{F}\right) \cong \underset{w \in \mathcal{E}_{0}^{0}}{\bigoplus} K_{*}(\mathbb{C})$, with generators for $K_{0}$ given by $\left[e_{w}-\bigvee_{v \in \mathcal{R}_{w}} e_{v}\right]$, $w \in \mathcal{E}_{0}^{0}$. Using $\bigvee \mathcal{R}([g, \mu])=$ $\sum_{\kappa \in \mathcal{E}^{1}, \sigma(\mu)=\rho(\kappa)}[g, \mu \kappa]$, we obtain that $i_{*}: K_{0}\left(C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \mathbb{F}\right) \rightarrow K_{0}\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\mathrm{r}} \mathbb{F}\right)$ sends $\left[e_{w}-\bigvee_{v \in \mathcal{R}_{w}} e_{v}\right]$ to $\left[e_{w}-\sum_{\kappa \in \mathcal{E}^{1}, w=\rho(\kappa)}\left[e_{\sigma(\kappa)}\right]\right]$. Thus we see that $i_{*}$ can be described using the vertex matrix $A_{\mathcal{E}}$, i.e., the $\mathcal{E}^{0} \times \mathcal{E}^{0}$ matrix given by $A_{\mathcal{E}}(v, w)=$ $\#\left\{\kappa \in \mathcal{E}^{1}: \rho(\kappa)=v, \sigma(\kappa)=w\right\} \in \mathbb{N}_{0} \cup\{\infty\}$. Under the decomposition $\mathcal{E}^{0}=\mathcal{E}_{0}^{0} \cup\left(\mathcal{E}^{0} \backslash \mathcal{E}_{0}^{0}\right), A_{\mathcal{E}}$ is of the form $\left(\begin{array}{cc}A_{0} & A_{1} \\ * & *\end{array}\right)$ where the entries in $*$ are 0 or $\infty$. Using $A_{0}$ and $A_{1}$ from the vertex matrix, $i_{*}$ identifies with the homomorphism $\left[\begin{array}{c}I-A_{0}^{\mathrm{t}} \\ -A_{1}^{\mathrm{t}}\end{array}\right]: \mathbb{Z}^{\mathcal{E}_{0}^{0}} \rightarrow \mathbb{Z}^{\mathcal{E}^{0}}$. Plugging this result into the six-term exact sequence attached to 6.1, we obtain for the K-theory of the graph $C^{*}$-algebra $C^{*}(\mathcal{E})$ :

$$
K_{0}\left(C^{*}(\mathcal{E})\right) \cong \operatorname{coker}\left[\begin{array}{c}
I-A_{0}^{\mathrm{t}} \\
-A_{1}^{\mathrm{t}}
\end{array}\right] \quad \text { and } \quad K_{1}\left(C^{*}(\mathcal{E})\right) \cong \operatorname{ker}\left[\begin{array}{c}
I-A_{0}^{\mathrm{t}} \\
-A_{1}^{\mathrm{t}}
\end{array}\right] .
$$

This reproves Theorem 3.1 of [10]. Note that the chain complex

$$
0 \rightarrow \mathbb{Z}^{\mathcal{E}_{0}^{0}} \xrightarrow{i_{*}} \mathbb{Z}^{\mathcal{E}^{0}} \rightarrow 0
$$

is easily identified with the chain complex $C$ discussed in Section5, with $i_{*}=\partial_{1}$.
QUESTION 6.1. Is a similar analysis possible for higher rank graph $C^{*}$-algebras?
6.2. $C^{*}$-algebras of One dimensional tilings. We will see how independent resolutions can be used to compute the K-theory of the $C^{*}$-algebras associated to one dimensional tilings. A tile in $\mathbb{R}$ is a closed interval. A tiling $T$ of $\mathbb{R}$ is a set of tiles with pairwise disjoint interiors and union $\mathbb{R}$. As in Section 4.2 of [14] we describe the connected tiling inverse semigroup as the inverse semigroup associated to a factorial language. Let $\Sigma$ be a finite alphabet (i.e. a finite set). A language $L$ on $\Sigma$ is factorial if for every $x \in L$ every substring of $x$ also belongs to $L$. Assume also that every element of $\Sigma$ occurs in $L$. In our setting we imagine $T$ as a bi-infinite string on a finite set $\Sigma$ of prototiles and $L$ as the factorial language consisting of all finite substrings of $T$.

Let $S_{L}$ be the inverse semigroup associated to the factorial language $L$. Then the semilattice $E$ of idempotent elements in $S_{L}$ consists of 0 as well as all strings on the alphabet $\Sigma \cup\{\check{a}: a \in \Sigma\}$ on the form $x a \check{y} y$ where $x, y \in \Sigma^{*}$ and $x a y \in L$. In other words, the nonzero elements of $E$ are elements of $L$ with a check above one of its letters. Multiplication is defined as follows: Let $e, d \in E^{\times}$and place $e$ above $d$ such that the checked letter of $e$ is above the checked letter of $d$. If they match
on the overlap, glue $e$ and $d$ together on their overlap. If the resulting element belongs to $E$ define this element to be $e \cdot d$. Otherwise $e \cdot d$ is defined to be 0 .

It was shown in [14] that $S_{\Sigma}$ is strongly $0-\mathrm{F}$-inverse with universal grading $\left(S_{\Sigma}^{1}\right)^{\times} \rightarrow \mathbb{F}$ where $\mathbb{F}$ is the free group on the set $\{(a, b) \in \Sigma \times \Sigma: a b \in L\}$. For higher dimensional tilings the connected tiling semigroup is in general not 0-Finverse. The partial action $\mathbb{F} \curvearrowright E$ in the sense of Section 4 becomes as follows: With $g \in \mathbb{F}$ on the form $g=\left(a_{1}, a_{2}\right)\left(a_{2}, a_{3}\right) \cdots\left(a_{n-2}, a_{n-1}\right)\left(a_{n-1}, a_{n}\right), a_{1}, \ldots, a_{n} \in$ $\Sigma$ we get

$$
\begin{aligned}
& d(g)=\left\{x a_{1} a_{2} \cdots a_{n-1} \check{a}_{n} y: x, y \in \Sigma^{*}, x a_{1} a_{2} \cdots a_{n-1} a_{n} y \in L\right\} \\
& r(g)=\left\{x \check{a}_{1} a_{2} \cdots a_{n-1} a_{n} y: x, y \in \Sigma^{*}, x a_{1} a_{2} \cdots a_{n-1} a_{n} y \in L\right\} \\
& \theta_{g}\left(x a_{1} a_{2} \cdots a_{n-1} \check{a}_{n} y\right)=x \check{a}_{1} a_{2} \cdots a_{n-1} a_{n} y .
\end{aligned}
$$

Moreover, $\theta_{g^{-1}}=\theta_{g}^{-1}$ and $\theta_{1}=\operatorname{id}_{E}$. No other $g$ lies in the image of the grading.
For each $e \in E^{\times}$set $\mathcal{R}_{1}(e):=\{a e: a \in \Sigma, a e \in E\}, \mathcal{R}_{2}(e):=\{e a: a \in$ $\Sigma, e a \in E\}$ and let $\mathscr{R}(e):=\left\{\mathcal{R}_{1}(e), \mathcal{R}_{2}(e)\right\}$. These covers are chosen to make $C_{\mathrm{r}}^{*}\left(S_{T}\right) /\langle I\rangle$ isomorphic to the tiling $C^{*}$-algebra $A_{T}$ of [15]. It is easy to see that the partial action $\mathbb{F} \curvearrowright E$ and $\mathscr{R}(e), e \in E^{\times}$, satisfy conditions (1p) to ( 4 p ) from Lemma 4.7. Since every $x \in L$ is a substring of $T$ we have that $a x \in L$ and $x b \in L$ for at least one $a \in \Sigma$ and one $b \in \Sigma$. Thus $|\mathscr{R}(e)|=2$ for each $e \in E^{\times}$.

Let $p(e) \in C_{\mathrm{u}}^{*}(\operatorname{Env}(E))$ stand for the projection corresponding to $e \in E$ and similarly let $p([g, e])$ stand for the projection corresponding to $[g, e]$ where $g \in \mathbb{F}$.

We get the semilattice $E_{1}$ consisting of 0 and the elements

$$
\begin{aligned}
& p([g, e] \| 1):=p([g, e])-\bigvee \mathcal{R}_{1}([g, e])=p([g, e])-\sum_{a \in \Sigma, a e \in E} p([g, a e]), \\
& p([g, e] \| 2):=p([g, e])-\bigvee \mathcal{R}_{2}([g, e])=p([g, e])-\sum_{a \in \Sigma, e a \in E} p([g, e a]), \\
& p([g, e] \| 1,2):=p([g, e] \| 1) p([g, e] \| 2),
\end{aligned}
$$

for each $g \in \mathbb{F}$ and $e \in E$. We also get the semilattice $E_{2}$ consisting of 0 and the elements

$$
\begin{aligned}
& p\left([g, e]||1| 2):=p([g, e] \| 1)-p([g, e] \| 1,2)-\sum_{a \in \Sigma, e a \in E} p([g, e a] \| 1),\right. \\
& p([g, e] \| 2 \mid 1):=p([g, e]| | 2)-p([g, e] \| 1,2)-\sum_{a \in \Sigma, e a \in E} p([g, a e] \| 2),
\end{aligned}
$$

for each $g \in \mathbb{F}$ and $e \in E$.
Theorem 3.3 gives an exact sequence

$$
\begin{aligned}
0 & \rightarrow C_{\mathrm{u}}^{*}\left(E_{2}\right) \rtimes_{\mathrm{r}} \mathbb{F} \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \mathbb{F}, \\
& \rightarrow C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\mathrm{r}} \mathbb{F} \rightarrow\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} \mathbb{F} \rightarrow 0 .
\end{aligned}
$$

As seen in [26], $\mathbb{F}$ acts freely on $\operatorname{Env}(E)^{\times}$, so with Corollary 3.14 of [5] we compute $K_{*}\left(C_{\mathrm{u}}^{*}(\operatorname{Env}(E)) \rtimes_{\mathrm{r}} \mathbb{F}\right) \cong \bigoplus_{x \in L} K_{*}(\mathbb{C})$, with generators for $K_{0}$ given by [e], where
$e \in E$ and the first letter of $e$ is checked. Similarly we compute $K_{*}\left(C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} \mathbb{F}\right) \cong$ $\oplus_{x \in L}\left(K_{*}(\mathbb{C}) \oplus K_{*}(\mathbb{C}) \oplus K_{*}(\mathbb{C})\right)$ with generators for $K_{0}$ given by $[p(e \| 1)],[p(e \| 2)]$, $x \in L$
[ $p(e \| 1,2)]$ and

$$
K_{*}\left(C_{\mathbf{u}}^{*}\left(E_{2}\right) \rtimes_{\mathbf{r}} \mathbb{F}\right) \cong \bigoplus_{x \in L}\left(K_{*}(\mathbb{C}) \oplus K_{*}(\mathbb{C})\right)
$$

with generators for $K_{0}$ given by $[p(e||1| 2)],[p(e| | 2 \mid 1)]$ where $e \in E$ and the first letter of $e$ is checked. Applying $K_{0}$ to our long exact sequence we thus get the chain complex

$$
C=\left(0 \rightarrow \bigoplus_{x \in L}(\mathbb{Z} \oplus \mathbb{Z}) \xrightarrow{\partial_{2}} \bigoplus_{x \in L}(\mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}) \xrightarrow{\partial_{1}} \bigoplus_{x \in L} \mathbb{Z} \rightarrow 0\right)
$$

We can now apply Proposition 5.2. We get ker $\partial_{2}=0$, and $H_{1}(C) \cong \mathbb{Z}$, generated by $\left(\sum_{a \in \Sigma}([p(\check{a}| | 1)]-[p(\check{a}| | 2)])\right)+\operatorname{im} \partial_{1}$. Let $1_{x}$ be the generator of the $x^{\prime}$ th copy of $\mathbb{Z}$ in $\underset{L}{\oplus} \mathbb{Z}$ and let $H$ be the subgroup of $\underset{L}{\oplus} \mathbb{Z}$ generated by

$$
\left\{1_{x}-\sum_{a \in \Sigma, a x \in L} 1_{a x}: x \in L\right\} \cup\left\{1_{x}-\sum_{a \in \Sigma, x a \in L} 1_{x a}: x \in L\right\}
$$

We then get $K_{0}\left(A_{T}\right) \cong$ coker $\partial_{1} \cong\left(\oplus_{L} \mathbb{Z}\right) / H$ and $K_{1}\left(A_{T}\right) \cong H_{1}(C) \cong \mathbb{Z}$.
With some work one can see that this is an affirmation of the observations about the K-theory of one-dimensional tiling $C^{*}$-algebras found in [14].

### 6.3. BOUNDARY QUOTIENTS OF SEMIGROUP $C^{*}$-ALGEBRAS.

6.3.1. RIGHT-ANGLED ARTIN MONOIDS. Let $P$ be a right-angled Artin monoid and $G$ the corresponding Artin group. We refer to [3] and [4] for details. It is known that $P$ embeds as a subsemigroup into G. The left inverse hull $I_{l}(P)$ is an inverse semigroup of the type studied in Section 4 The corresponding semilattice is given by $\mathcal{J}=\{p P: p \in P\} \cup\{\varnothing\}$ with intersection as multiplication, and the partial action $\theta$ of $G$ on $\mathcal{J}$ attached to $I_{l}(P)$ in Section 4 is given by $d(g)=$ $\left(g^{-1} \cdot P\right) \cap P \in \mathcal{J}, r(g)=P \cap(g \cdot P) \in \mathcal{J}$ and $\theta_{g}: d(g) \mathcal{J} d(g) \rightarrow r(g) \mathcal{J} r(g)$, $X \mapsto g \cdot X$. We have canonical isomorphisms $C_{\mathrm{r}}^{*}(P) \cong C_{\mathrm{r}}^{*}\left(I_{l}(P)\right) \cong C_{\mathrm{u}}^{*}(\mathcal{J}) \rtimes_{\theta, \mathrm{r}} G$. Here $C_{\mathrm{r}}^{*}(P)$ is the semigroup $C^{*}$-algebra of $P$, discussed in [16], [17] in a general context and in [3], [4] in the particular case of Artin monoids.

Let us now assume that the underlying graph of our right-angled Artin monoid $P$ is irreducible and finite. Let $S$ be the set of generators of $P$ corresponding to the edges of the graph. In this situation, let us describe the boundary quotient of $C_{r}^{*}(P)$ with the help of relations. For each $p \in P$, let $\mathcal{R}(p P)$ be the finite cover $\{p s P: s \in S\}$ for $p P \in \mathcal{J}$, and set $\mathscr{R}(p P):=\{\mathcal{R}(p P)\}$. With $I:=\left\langle\left\{e_{X}-\bigvee_{Y \in \mathcal{R}(X)} e_{Y}: X \in \mathcal{J}^{\times}\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(\mathcal{J})$, Lemma 3.8 and Corollary 6.6 of [4] tell us that $C_{\mathrm{r}}^{*}(P) /\langle I\rangle$ is the boundary quotient of $C_{\mathrm{r}}^{*}(P)$. Moreover, the partial action $\theta$ of $G$ on $\mathcal{J}$ and the relations $\mathscr{R}(X), X \in \mathcal{J}^{\times}$, satisfy conditions (1p) to $(4 p)$ from Lemma 4.7 Conditions (2p), (3p) and (4p) are obviously satisfied. Condition (1p) also holds because given $p, q$ and $x$ in $P$ with $p P \cap q P=x P$, we have that $x \in p P=\{p\} \cup \bigcup_{s \in S} p s P$. If $x$ lies in $p s P$ for some $s \in S$, then
$p s P \cap q P=p s P \cap p P \cap q P=x P$, and if $x=p$, then $p P \subseteq q P$, thus $p s P \cap q P=p s P$ for all $s \in S$. The enveloping semilattice of $\mathcal{J}$ is given by $\mathcal{J}_{P \subseteq G}=\{g P: g \in$ $G\} \cup\{\varnothing\}$, and $G$ acts by left multiplication. Setting $\mathcal{R}(g P):=\{g s P: s \in S\}$ and $\mathscr{R}(g P):=\{\mathcal{R}(g P)\}$, Lemma 4.7 tells us that $G \curvearrowright \mathcal{J}_{P \subseteq G}$ and $\mathscr{R}(Y), Y \in$ $\mathcal{J}_{P \subseteq G}^{\times}$, satisfy conditions (i) to (iv) of Theorem 3.3 Since $G$ is exact by Proposition 4.10 of [12], and Proposition 4.11 imply that $C_{r}^{*}(P) \sim_{M} C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) \rtimes_{\mathrm{r}} G$ and $C_{\mathrm{r}}^{*}(\bar{P}) /\langle I\rangle \sim_{M}\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} G$. Theorem 4.11 of [21] yields the semilattice $E_{1}=\left\{e_{g P}-\bigvee_{Y \in \mathcal{R}(g P)} e_{Y}: g \in G\right\} \cup\{0\} \subseteq \operatorname{Proj}\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right)\right)$, and since $\sup |\mathscr{R}(Y)|=1$, we obtain the short exact sequence
$Y \in \mathcal{J}_{P \subseteq G}^{\times}$

$$
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} G \xrightarrow{i} C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) \rtimes_{\mathrm{r}} G \rightarrow\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} G \rightarrow 0 .
$$

Corollary 3.14 of [5] yields $K_{*}\left(C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} G\right) \cong K_{*}(\mathbb{C})$, with the generator of $K_{0}$ given by $\left[e_{P}-\bigvee_{s \in S} e_{s P}\right]$, and $K_{*}\left(C_{\mathbf{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) \rtimes_{\mathrm{r}} G\right) \cong K_{*}(\mathbb{C})$, where the generator of $K_{0}$ is given by $\left[e_{P}\right]$. Since $i_{*}$ sends $\left[e_{P}-\bigvee_{s \in S} e_{s P}\right]$ to $\chi \cdot\left[e_{P}\right]$, where $\chi$ is the Euler characteristic of the underlying graph of $P$ in the sense of [4] and [13], we obtain for the K-theory of the boundary quotient $C_{\mathrm{r}}^{*}(P) /\langle I\rangle$ :
(i) if $\chi=0: K_{0}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong K_{0}\left(\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} G\right) \cong \mathbb{Z}$ and $K_{1}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong K_{1}\left(\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} G\right) \cong \mathbb{Z}$,
(ii) if $\chi \neq 0: K_{0}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong K_{0}\left(\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} G\right) \cong \mathbb{Z} /|\chi| \mathbb{Z}$ and $K_{1}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong K_{1}\left(\left(C_{\mathrm{u}}^{*}\left(\mathcal{J}_{P \subseteq G}\right) / \operatorname{Env}(I)\right) \rtimes_{\mathrm{r}} G\right) \cong\{0\}$.

We point out that the K-theory of the boundary quotient has already been computed in [13] using different methods.
6.3.2. GRoup C*-ALGEbRAS AS BOUNDARY QUOTIENTS OF SEMIGROUP C*-ALGEBRAS. Under the same assumptions as in Section 6 of [21], we obtain independent resolutions for group $C^{*}$-algebras. In special cases, for instance in the situation of Section 6.2 in [21], these resolutions have finite length and hence can be used to compute K-theory for group $C^{*}$-algebras of particular groups. For example, for the group $G$ generated by two elements $a$ and $b$ satisfying the relation $a^{2}=b^{2}$, we get $K_{0}\left(C_{r}^{*}(G)\right) \cong \mathbb{Z}$ and $K_{1}\left(C_{r}^{*}(G)\right) \cong \mathbb{Z} \oplus \mathbb{Z} / 2 \mathbb{Z}$. This follows from the observation that $G$ is amenable, as well as Example 6.3 of [21] and Proposition5.2.
6.3.3. RING $C^{*}$-ALGEBRAS FOR RINGS OF INTEGERS. We consider the same partial action $\theta: G \curvearrowright \mathcal{J}$ as in Section 6.4. Let $\mathcal{P}$ be the set of non-zero prime ideals of $R$. Consider the following relations:

$$
\mathscr{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right)=\left\{\left\{(r+s+\mathfrak{p} \cdot \mathfrak{a}) \times \mathfrak{a}^{\times}: s \in \frac{\mathfrak{a}}{\mathfrak{p}} \cdot \mathfrak{a}\right\}: \mathfrak{p} \in \mathcal{P}\right\} .
$$

With $I:=\left\langle\left\{e_{X}-\bigvee_{Y \in \mathcal{R}} e_{Y}: X \in \mathcal{J}^{\times}, \mathcal{R} \in \mathscr{R}(X)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(\mathcal{J}), C^{*}\left(R \rtimes R^{\times}\right) /\langle I\rangle$ is the boundary quotient of $C^{*}\left(R \rtimes R^{\times}\right)$, hence isomorphic to the ring $C^{*}$-algebra of $R$ from [7]. It is straightforward to see that $\theta: G \curvearrowright \mathcal{J}$ and $\mathscr{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right)$, $(r+\mathfrak{a}) \times \mathfrak{a}^{\times} \in \mathcal{J}^{\times}$, satisfy conditions (1p) to (3p) from Lemma 4.7, but (4p) does not hold because $\mathcal{P}$ is infinite. This problem can be solved as follows: Enumerate
the prime ideals, i.e., write $\mathcal{P}=\left\{\mathfrak{p}_{1}, \mathfrak{p}_{2}, \mathfrak{p}_{3}, \ldots\right\}$ and set $\mathcal{P}_{n}:=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\}$. Moreover, set $\mathscr{R}^{\left(\mathcal{P}_{n}\right)}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right):=\left\{\left\{(r+s+\mathfrak{p} \cdot \mathfrak{a}) \times \mathfrak{a}^{\times}: s \in \frac{\mathfrak{a}}{\mathfrak{p}} \cdot \mathfrak{a}\right\}: \mathfrak{p} \in \mathcal{P}_{n}\right\}$. In this way, we have enforced the finiteness condition (4p), and all the remaining conditions are still satisfied. Let $I^{\left(\mathcal{P}_{n}\right)}$ be the ideal $\left\langle\left\{e_{X}-\bigvee_{Y \in \mathcal{R}} e_{Y}: X \in \mathcal{J}^{\times}, \mathcal{R} \in\right.\right.$ $\left.\left.\mathscr{R}^{\left(\mathcal{P}_{n}\right)}(X)\right\}\right\rangle$ of $C_{\mathbf{u}}^{*}(\mathcal{J})$ corresponding to $\mathcal{P}_{n}$. The quotient $C^{*}\left(R \rtimes R^{\times}\right) /\langle I\rangle$ can be identified with the inductive limit $\underset{\longrightarrow}{\lim } C^{*}\left(R \rtimes R^{\times}\right) /\left\langle I^{\left(\mathcal{P}_{n}\right)}\right\rangle$. Therefore, by continuity of K-theory, it suffices to understand the K-theory of $C^{*}\left(R \rtimes R^{\times}\right) /\left\langle I^{\left(\mathcal{P}_{n}\right)}\right\rangle$. Again, we may apply our results in Section 3 and Section 4 and proceed as in the previous examples. Although this in principle leads to the K-theory of ring $C^{*}$ algebras, there are lots of extension problems to be solved along the way, which makes this approach very complicated. Recently, the K-theory for such ring $\mathrm{C}^{*}$ algebras has been completely determined in [8], [9] and [20], but these computations follow a different route. The key role is played by the so-called duality theorem from [8].

In a similar fashion, one can also treat the Bost-Connes algebra from [2]. However, as far as we can see, this approach does not give a direct computation of the K-theory of the Bost-Connes algebra, unless there is a good understanding of the group homology $H_{n}\left(\mathbb{Q}_{>0}, K_{0}\left(C_{0}\left(\mathbb{A}_{f}\right)\right)\right) \cong H_{n}\left(\mathbb{Q}_{>0}, C_{0}\left(\mathbb{A}_{f}, \mathbb{Z}\right)\right)$.

### 6.4. Minimal NON-ZERO PRIMITIVE IDEALS OF $C^{*}\left(R \rtimes R^{\times}\right)$AND THEIR QUO-

 TIENTS. Let $K$ be a number field with ring of integers $R$. Consider the $a x+b$ semigroup $P=R \rtimes R^{\times}$, which is a subsemigroup of $G=K \rtimes K^{\times}$. Again, consider the partial action $\theta: G \curvearrowright \mathcal{J}$ attached to the left inverse hull of $P$ as in Section 6.3.1. We have$$
\mathcal{J}=\left\{(r+\mathfrak{a}) \times \mathfrak{a}^{\times}: r \in R,(0) \neq \mathfrak{a} \triangleleft R\right\} \cup\{\varnothing\} .
$$

We view $\mathcal{J}$ as a semilattice with multiplication given by intersection of sets. For a non-zero prime ideal $(0) \neq \mathfrak{p}$ of $R$, let $\mathcal{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right)$be the finite cover

$$
\left\{(r+s+\mathfrak{p} \cdot \mathfrak{a}) \times \mathfrak{a}^{\times}: s \in \frac{\mathfrak{a}}{\mathfrak{p}} \cdot \mathfrak{a}\right\}
$$

for $(r+\mathfrak{a}) \times \mathfrak{a}^{\times} \in \mathcal{J}^{\times}$, and set $\mathscr{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right):=\left\{\mathcal{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right)\right\}$. The ideal $I_{\mathfrak{p}}:=\left\langle\left\{e_{(r+\mathfrak{a}) \times \mathfrak{a}^{\times}}-\bigvee_{Y \in \mathcal{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right)} e_{Y}:(r+\mathfrak{a}) \times \mathfrak{a}^{\times} \in \mathcal{J}^{\times}\right\}\right\rangle$is the minimal non-zero primitive ideal of $C_{r}^{*}(P)$ attached to $\mathfrak{p} . \theta: G \curvearrowright \mathcal{J}$ and $\mathscr{R}\left((r+\mathfrak{a}) \times \mathfrak{a}^{\times}\right)$, $(r+\mathfrak{a}) \times \mathfrak{a}^{\times} \in \mathcal{J}^{\times}$, satisfy conditions (1p) to (4p) from Lemma 4.7. This is proven in Lemma 3.5 of [18], but in a slightly different language. Using our results in Section 3 and Section 4 , the same procedure as in Section 6.3.1 gives a description of the quotient $C_{r}^{*}(P) / I_{\mathfrak{p}}$ as a full corner in a (reduced) crossed product which admits an independent resolution of length one. The corresponding six-term exact sequence can be used to study K-theory. This is worked out in detail in [18], where these ideas lead to a classification result for the semigroup $C^{*}$-algebras $C_{\mathrm{r}}^{*}\left(R \rtimes R^{\times}\right)$.
6.5. The multiplicative boundary quotient of the $C^{*}$-ALGebra of $\mathbb{N} \rtimes Q$. A similar, but easier example as in Section 6.3.3 is the following: Let $p_{1}, p_{2}, \ldots$ be the prime numbers (in any order). For a given $n \geqslant 1$, set $Q=\left\langle p_{1}, \ldots, p_{n}\right\rangle$ to be the multiplicative semigroup generated by $p_{1}, \ldots, p_{n}$. We form the semidirect product $P:=\mathbb{N} \rtimes Q$ with respect to the multiplicative action of $Q$ on $\mathbb{N}=\{0,1,2, \ldots\}$. We set $G:=\mathbb{Z}\left[\frac{1}{p_{1}}, \ldots, \frac{1}{p_{n}}\right] \rtimes\left\langle p_{1}, \ldots, p_{n}\right\rangle$ and consider the partial action $\theta: G \curvearrowright \mathcal{J}$ as in Section 6.3.1 $\mathcal{J}$ is given by $\{(j+m \mathbb{N}) \times m Q: j \in \mathbb{N}, m \in Q\} \cup\{\varnothing\}$. We introduce the relations

$$
\mathcal{R}_{i}((j+m \mathbb{N}) \times m Q):=\left\{\left(j+m r+m p_{i} \mathbb{N}\right) \times m p_{i} Q: 0 \leqslant r \leqslant p_{i}-1\right\}
$$

and $\mathscr{R}((j+m \mathbb{N}) \times m Q):=\left\{\mathcal{R}_{i}((j+m \mathbb{N}) \times m Q)\right\}_{i=1}^{n}$. Let

$$
I:=\left\langle\left\{e_{X}-\bigvee_{Y \in \mathcal{R}} e_{Y}: X \in \mathcal{J}^{\times}, \mathcal{R} \in \mathscr{R}(X)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(\mathcal{J})
$$

be the corresponding ideal. A similar analysis as in the previous examples describes the quotient $C_{\mathrm{r}}^{*}(P) /\langle I\rangle$ as a full corner in a crossed product which admits a finite length independent resolution. Moreover $G$ acts freely on $\mathcal{J}_{P \subseteq G}^{\times}, G \backslash \mathcal{J}_{P \subseteq G}^{\times}$ is a singleton, and $\mathscr{R}$ satisfies conditions (A)-(C) of Section 5 in [21] with $i \# j=j$ for all $i \neq j$. We can now use Proposition 5.2 to describe the K-theory of $C_{\mathrm{r}}^{*}(P) /\langle I\rangle$ for $1 \leqslant n \leqslant 3$. First we see that the matrices $M_{i}: \mathbb{Z}\left[G \backslash \mathcal{J}_{P \subseteq G}^{\times}\right] \rightarrow \mathbb{Z}\left[G \backslash \mathcal{J}_{P \subseteq G}^{\times}\right]$defined in Section 5 of [21] are given by $[X] \mapsto \sum_{Y \in \mathcal{R}_{i}(X)}[Y]$. Since $\mathbb{Z}\left[G \backslash \mathcal{J}_{P \subseteq G}^{\times}\right]=\mathbb{Z}$, we then get $M_{i} x=p_{i} x$ for each $x \in \mathbb{Z}$. As noted in Remark 5.3 we can use the chain complex $\widetilde{C}$ defined in Section 5 of [21] for homology computations. We get for $n=1\left(p:=p_{1}\right)$,

$$
C=\widetilde{C}=(0 \rightarrow \mathbb{Z} \xrightarrow{(1-p)} \mathbb{Z} \rightarrow 0)
$$

and so by Proposition 5.2 and the following remark,

$$
K_{0}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong \mathbb{Z} /(1-p) \mathbb{Z}, \quad K_{1}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right)=0
$$

For $n=2$ we get

$$
\widetilde{C}=\left(0 \rightarrow \mathbb{Z} \xrightarrow{d_{2}} \mathbb{Z} \oplus \mathbb{Z} \xrightarrow{d_{1}} \mathbb{Z} \rightarrow 0\right)
$$

with

$$
d_{2}=\left[\begin{array}{l}
p_{2}-1 \\
1-p_{1}
\end{array}\right], \quad d_{1}=\left[\begin{array}{ll}
1-p_{1} & 1-p_{2}
\end{array}\right]
$$

If we let $g=\operatorname{gcd}\left(p_{1}-1, p_{2}-1\right)$ this gives us $H_{2}(\widetilde{C})=0, H_{1}(\widetilde{C})=H_{0}(\widetilde{C})=$ $\mathbb{Z} / g \mathbb{Z}$, so

$$
K_{0}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong \mathbb{Z} / g \mathbb{Z}, \quad K_{1}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong \mathbb{Z} / g \mathbb{Z}
$$

Moving on to the case $n=3$ we get

$$
\widetilde{C}=\left(0 \rightarrow \mathbb{Z} \xrightarrow{d_{3}} \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \xrightarrow{d_{2}} \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \xrightarrow{d_{1}} \mathbb{Z} \rightarrow 0\right)
$$

with
$d_{3}=\left[\begin{array}{c}1-p_{3} \\ p_{2}-1 \\ 1-p_{1}\end{array}\right], \quad d_{2}=\left[\begin{array}{ccc}p_{2}-1 & p_{3}-1 & 0 \\ 1-p_{1} & 0 & p_{3}-1 \\ 0 & 1-p_{1} & 1-p_{2}\end{array}\right], \quad d_{1}=\left[\begin{array}{lll}1-p_{1} & 1-p_{2} & 1-p_{3}\end{array}\right]$.
Let $g=\operatorname{gcd}\left(p_{1}-1, p_{2}-1, p_{3}-1\right)$. Then $H_{3}(\widetilde{C})=0, H_{2}(\widetilde{C})=H_{0}(\widetilde{C})=\mathbb{Z} / g \mathbb{Z}$ and $H_{1}(\widetilde{C})=\mathbb{Z} / g \mathbb{Z} \oplus \mathbb{Z} / g \mathbb{Z}$. So

$$
K_{1}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \cong \mathbb{Z} / g \mathbb{Z} \oplus \mathbb{Z} / g \mathbb{Z}
$$

and there is an extension

$$
0 \rightarrow \mathbb{Z} / g \mathbb{Z} \rightarrow K_{0}\left(C_{\mathrm{r}}^{*}(P) /\langle I\rangle\right) \rightarrow \mathbb{Z} / g \mathbb{Z} \rightarrow 0
$$

6.6. $C^{*}$-ALGEBRAS OF SEMIGROUPS WHICH DO NOT SATISFY INDEPENDENCE. We show that our methods allow us to compute K-theory for semigroup $C^{*}$ algebras in the case where the independence condition is not satisfied. Let us start with a general observation.

Assume that $D$ is a commutative $C^{*}$-algebra generated by projections. This means that there exists a semilattice $E$ and a surjective homomorphism $\pi: C_{\mathrm{u}}^{*}(E)$ $\rightarrow D$. Further assume that for every $e \in E^{\times}$, we are given a finite set $\mathscr{R}(e)$ of finite covers of $e$ such that for every $e \in E^{\times}$and $\mathcal{R} \in \mathscr{R}(e)$, we have $\pi(e)=\pi(\bigvee \mathcal{R})$ in $D$.

Lemma 6.2. Assume that condition (i) from Theorem 3.3 holds for $E$ and $\mathscr{R}(e)$, $e \in E^{\times}$. If for every $e \in E^{\times}$and $\left\{e_{i}\right\}_{i=1}^{n} \subseteq E, \pi(e)=\pi\left(\bigvee_{i=1}^{n} e_{i}\right)$ in $D$ implies that there exists $\mathcal{R} \in \mathscr{R}(e)$ with $\mathcal{R} \subseteq\left\{e_{i}\right\}_{i=1}^{n}$, then

$$
\operatorname{ker}(\pi)=\left\langle\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(E)
$$

Proof. Write $I:=\left\langle\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right\rangle \triangleleft C_{\mathrm{u}}^{*}(E)$. We obviously have $I \subseteq \operatorname{ker}(\pi)$. To show $I=\operatorname{ker}(\pi)$, we show that the homomorphism $C_{\mathrm{u}}^{*}(E) / I \rightarrow D$ induced by $\pi$ is injective. By Lemma 2.20 of [16], we have to show that for all $d$ and $d_{1}, \ldots, d_{n}$ in $E, \pi(d)=\pi\left(\bigvee_{i=1}^{n} d_{i}\right)$ in $D$ implies that $d-\bigvee_{i=1}^{n} d_{i}$ lies in $I$. Let us suppose that we are given $d$ and $d_{1}, \ldots, d_{n}$ in $E$ with $\pi(d)=\pi\left(\bigvee_{i=1}^{n} d_{i}\right)$ in $D$. By assumption, we can find $\mathcal{Q} \in \mathscr{R}(d)$ with $\mathcal{Q} \subseteq\left\{d_{i}\right\}_{i=1}^{n}$. Let us prove that $\bigvee^{n} d_{i}-\bigvee \mathcal{Q}$ lies in $\mathbb{Z}$-span $\left(\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right)$. We proceed induc$i=1$
tively on the number of elements in $\left\{d_{i}\right\}_{i=1}^{n} \backslash \mathcal{Q}$. The base case $\left\{d_{i}\right\}_{i=1}^{n}=\mathcal{Q}$ is trivial. Now assume that we have $\mathcal{Q} \subseteq\left\{d_{i}\right\}_{i=1}^{n-1}$ and $\bigvee_{i=1}^{n-1} d_{i}-\vee \mathcal{Q}$ lies in

$$
\mathbb{Z}-\operatorname{span}\left(\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}(e)\right\}\right)
$$

This means that $\bigvee_{i=1}^{n-1} d_{i}-\bigvee \mathcal{Q}=\sum \lambda_{e}(e-\bigvee \mathcal{R})$ for some (finitely many) integer coefficients $\lambda_{e}$. We compute

$$
\begin{aligned}
\bigvee_{i=1}^{n} d_{i}-\bigvee \mathcal{Q} & =\bigvee_{i=1}^{n-1} d_{i}+d_{n}-d_{n} \cdot\left(\bigvee_{i=1}^{n-1} d_{i}\right)-\bigvee \mathcal{Q} \\
& =\left(\bigvee_{i=1}^{n-1} d_{i}-\bigvee \mathcal{Q}\right)+d_{n}-d_{n} \cdot\left(\bigvee \mathcal{Q}+\sum \lambda_{e}(e-\bigvee \mathcal{R})\right) \\
& =\left(\bigvee_{i=1}^{n-1} d_{i}-\bigvee \mathcal{Q}\right)+\left(d_{n}-d_{n} \bigvee \mathcal{Q}\right)-\sum \lambda_{e}\left(d_{n} e-d_{n} \bigvee \mathcal{R}\right)
\end{aligned}
$$

Since $E$ and $\mathscr{R}(e), e \in E^{\times}$satisfy condition (i) from Theorem 3.3, we know that $d_{n}-d_{n} \vee \mathcal{Q}=d_{n} d-d_{n} \vee \mathcal{Q}$ and $d_{n} e-d_{n} \vee \mathcal{R}$ are either 0 or of the form $\left(d_{n} d\right)-$ $\bigvee \mathcal{Q}^{\prime}$ or $\left(d_{n} e\right)-\vee \mathcal{Q}^{\prime \prime}$ for some $\mathcal{Q}^{\prime} \in \mathscr{R}\left(d_{n} d\right), \mathcal{Q}^{\prime \prime} \in \mathscr{R}\left(d_{n} e\right) . A s \bigvee_{i=1}^{n-1} d_{i}-\bigvee \mathcal{Q}$ is in

$$
\mathbb{Z}-\operatorname{span}\left(\left\{e-\bigvee \mathcal{R}: e \in E^{\times}, \mathcal{R} \in \mathscr{R}_{e}\right\}\right)
$$

by induction hypothesis, we are done.
We have shown that $\bigvee_{i=1}^{n} d_{i}-\vee \mathcal{Q}$ lies in $I$. Thus also $d-\bigvee_{i=1}^{n} d_{i}=d-\bigvee Q-$ $\left(\bigvee_{i=1}^{n} d_{i}-\bigvee \mathcal{Q}\right)$ lies in $I$.

Now let us come to concrete examples of semigroups which do not satisfy independence. Consider the ring $R:=\mathbb{Z}[i \sqrt{3}]$. Its quotient field is given by $Q=\mathbb{Q}[\mathrm{i} \sqrt{3}] . R$ is not integrally closed in $Q$. Let $\alpha:=\frac{1}{2}(1+\mathrm{i} \sqrt{3}) . \alpha$ is a primitive sixth root of unity. The integral closure of $R$ is given by $\bar{R}:=\mathbb{Z}[\alpha]$. We have $Q=\mathbb{Q}[\alpha]$. The multiplicative units in $R$ are given by $R^{*}=\{ \pm 1\}$, whereas the multiplicative units in $\bar{R}$ are given by $\bar{R}^{*}=\langle\alpha\rangle$. A straightforward computation shows that the fractional ideals of $R$ are given by $\left\{y R: y \in Q^{\times}\right\} \cup\left\{y \bar{R}: y \in Q^{\times}\right\}$. This is explained in Example 4.2 of [27]. As in [18], we set $\mathcal{I}(R \subseteq Q):=\left\{\left(x_{1}\right.\right.$. $\left.R) \cap \cdots\left(x_{n} \cdot R\right): x_{i} \in Q^{\times}\right\}$. As explained in [18], every element of $\mathcal{I}(R \subseteq Q)$ is a fractional ideal. But in our special case, we have $\bar{R}=\mathbb{Z}[\alpha]=\frac{1}{2} R \cap \frac{\alpha}{2} R \in$ $\mathcal{I}(R \subseteq Q)$. Thus, the set of fractional ideals coincides with $\mathcal{I}(R \subseteq Q)$. Moreover, note that $(R: \bar{R})=\{x \in Q: x \bar{R} \subseteq R\}=2 \bar{R}$. It turns out that $\overline{\mathcal{I}}(R \subseteq Q)$ is not independent. Indeed, it is straightforward to see the following

LEMMA 6.3. (i) We have $\bar{R}=R \cup \alpha R \cup \alpha^{2} R$.
(ii) We have $R \cap \alpha R=R \cap \alpha^{2} R=\alpha R \cap \alpha^{2} R=2 \bar{R}$, and $2 \bar{R}$ is a proper subset of $R$, $\alpha R$ or $\alpha^{2} R$.
(iii) If $\bar{R}=\bigcup_{i=1}^{n} I_{i}$ for fractional ideals $I_{i}$ with $I_{i} \subsetneq \bar{R}$, then we must have $\left\{R, \alpha R, \alpha^{2} R\right\}$ $\subseteq\left\{I_{i}: 1 \leqslant i \leqslant n\right\}$.
(iv) Let I be a fractional ideal. If $I \cap \bar{R}=y R$ for some $y \in Q^{\times}$, then $y R \in\{I \cap R, I \cap$ $\left.\alpha R, I \cap \alpha^{2} R\right\}$. If $I \cap \bar{R}=y \bar{R}$ for some $y \in Q^{\times}$, then $y \bar{R} \in\left\{I \cap R, I \cap \alpha R, I \cap \alpha^{2} R\right\}$ or $\left\{I \cap R, I \cap \alpha R, I \cap \alpha^{2} R\right\}=\left\{y R, y \alpha R, y \alpha^{2} R\right\}$.

Let us turn to semigroup $C^{*}$-algebras. We start with the multiplicative semigroup $R^{\times}$. The constructible ideals of $R^{\times}$are given by $\mathcal{J}\left(R^{\times}\right)=\left\{a R^{\times}: a\right.$ $\left.\in R^{\times}\right\} \cup\{2 c \bar{R}: c \in \bar{R}\} \cup\{\varnothing\} . R^{\times}$is a subsemigroup of the multiplicative group $Q^{\times}$, and the constructible $R^{\times}$-ideals in $Q^{\times}$are given by $\mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)=$ $\left\{y R^{\times}, y \bar{R}^{\times}: y \in Q^{\times}\right\} \cup\{\varnothing\} . \mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$is a semilattice under intersection $(X Y:=X \cap Y)$. Let us set for $y \in Q^{\times}: \mathscr{R}\left(y R^{\times}\right):=\varnothing$ and $\mathcal{R}\left(y \bar{R}^{\times}\right):=$ $\left\{y R^{\times}, y \alpha R^{\times}, y \alpha^{2} R^{\times}\right\}, \mathscr{R}\left(y \bar{R}^{\times}\right):=\left\{\mathcal{R}\left(y \bar{R}^{\times}\right)\right\}$. Using Lemma 6.3. it is easy to see that $\mathcal{R}\left(y \bar{R}^{\times}\right)$is a finite cover for $y \bar{R}^{\times}$, and that $Q^{\times} \curvearrowright \mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$and $\mathscr{R}(Y)$, $Y \in \mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$, satisfy conditions (i) to (iv) of our Theorem 3.3 and the assumptions in Lemma 6.2 Thus, if we write $E$ for the semilattice $\mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$ from above, and if $D$ is the canonical commutative sub-C*-algebra of $\ell^{\infty}\left(Q^{\times}\right)$ corresponding to $\mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$(see Definition 3.4 of [17]), then Lemma 6.2 tells us that $D \cong C_{\mathrm{u}}^{*}(E) / I$. Here $I$ is the ideal of $C_{\mathrm{u}}^{*}(E)$ corresponding to our relations $\mathscr{R}(Y), Y \in \mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$. We are now able to compute K-theory for the reduced semigroup $C^{*}$-algebra $C_{\mathrm{r}}^{*}\left(R^{\times}\right)$. We denote the projection in $C_{\mathrm{u}}^{*}(E)$ corresponding to $X \in \mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right)$by $e_{X}$. Also, we let $E_{1}$ be the semilattice $\left\{e_{X}-V_{Y \in \mathcal{R}} e_{Y}: X \in \mathcal{J}\left(R^{\times} \subseteq Q^{\times}\right), \mathcal{R} \in \mathscr{R}(X)\right\} \cup\{0\}$. $E_{1}$ is a semilattice of projections in $C_{\mathrm{u}}^{*}(E)$. Theorem 3.3 yields that the following sequence is exact (and $Q^{\times}$-equivariant):

$$
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rightarrow C_{\mathrm{u}}^{*}(E) \rightarrow D \rightarrow 0
$$

Here, the first homomorphism is induced by the canonical inclusion $E_{1} \hookrightarrow C_{u}^{*}(E)$, and the second homomorphism is the canonical projection determined by $e_{X} \mapsto$ $E_{X}$. Since the group $Q^{\times}$is amenable, hence exact, the following sequence is also exact:

$$
\begin{equation*}
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} Q^{\times} \xrightarrow{\iota} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} Q^{\times} \xrightarrow{\pi} D \rtimes_{\mathrm{r}} Q^{\times} \rightarrow 0 . \tag{6.2}
\end{equation*}
$$

Here, $\iota$ and $\pi$ are induced by the homomorphisms from above.
We can now compute K-theory for $D \rtimes_{\mathrm{r}} Q^{\times}$using the six-term exact sequence for (6.2). Consider the homomorphisms

$$
\begin{aligned}
& C^{*}(\langle\alpha\rangle) \xrightarrow{\phi} C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}} Q^{\times}, \quad u_{g} \mapsto\left(e_{\bar{R}^{\times}}-\left(e_{R^{\times}}+e_{\alpha R^{\times}}+e_{\alpha^{2} R^{\times}}-e_{2 \bar{R}^{\times}}\right)\right) u_{g}, \\
& C^{*}\left(R^{*}\right) \xrightarrow{\psi_{R^{*}}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} Q^{\times}, \quad u_{g} \mapsto e_{R^{\times}} u_{g}, \\
& C^{*}(\langle\alpha\rangle) \xrightarrow{\psi_{\langle\alpha\rangle}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} Q^{\times}, \quad u_{g} \mapsto e_{\bar{R}^{\times}} u_{g} .
\end{aligned}
$$

By Corollary 3.14 of [5], $\phi$ induces an isomorphism in K-theory, and also $\left(\psi_{R^{*}}\right)_{*}+$ $\left(\psi_{\langle\alpha\rangle}\right)_{*}: K_{*}\left(C^{*}\left(R^{*}\right)\right) \oplus K_{*}\left(C^{*}(\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}} Q^{\times}\right)$is an isomorphism.

Let res ${ }_{\langle\alpha\rangle}^{R^{*}}: K_{*}\left(C^{*}(\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C^{*}\left(R^{*}\right)\right)$ and ind ${ }_{R^{*}}^{\langle\alpha\rangle}: K_{*}\left(C^{*}\left(R^{*}\right)\right) \rightarrow K_{*}\left(C^{*}(\langle\alpha\rangle)\right)$ be the canonical restriction and induction maps. As a direct computation shows,
we have

$$
\left(\left(\psi_{R^{*}}\right)_{*}+\left(\psi_{\langle\alpha\rangle}\right)_{*}\right)^{-1} \circ \iota_{*} \circ \phi_{*}=\left(-\operatorname{res}_{\langle\alpha\rangle}^{R^{*}}, \operatorname{ind}_{R^{*}}^{\langle\alpha\rangle} \circ \operatorname{res}_{\langle\alpha\rangle}^{R^{*}}\right)
$$

as homomorphisms $K_{0}\left(C^{*}(\langle\alpha\rangle)\right) \rightarrow K_{0}\left(C^{*}\left(R^{*}\right)\right) \oplus K_{0}\left(C^{*}(\langle\alpha\rangle)\right)$. Further computations show that on the whole, we have

$$
\begin{aligned}
& K_{0}\left(C_{\mathrm{r}}^{*}\left(R^{\times}\right)\right) \cong K_{0}\left(D \rtimes_{\mathrm{r}} Q^{\times}\right) \cong \operatorname{coker}\left(-\operatorname{res}_{\langle\alpha\rangle}^{R^{*}}, \operatorname{ind}_{R^{*}}^{\langle\alpha\rangle} \circ \operatorname{res}_{\langle\alpha\rangle}^{R^{*}}\right) \cong \mathbb{Z}^{8} / \mathbb{Z}^{2} \cong \mathbb{Z}^{6}, \\
& K_{1}\left(C_{\mathrm{r}}^{*}\left(R^{\times}\right)\right) \cong K_{1}\left(D \rtimes_{\mathrm{r}} Q^{\times}\right) \cong \operatorname{ker}\left(-\operatorname{res}_{\langle\alpha\rangle}^{R^{*}}, \operatorname{ind}_{R^{*}}^{\langle\alpha\rangle} \circ \operatorname{res}_{\langle\alpha\rangle}^{R^{*}}\right) \cong \mathbb{Z}^{4} .
\end{aligned}
$$

Let us now discuss the right reduced semigroup $C^{*}$-algebra of $R \rtimes R^{\times}$. The constructible left ideals of $R \rtimes R^{\times}$are given by $\mathcal{J}_{\rho}\left(R \rtimes R^{\times}\right)=\{R \times X: X \in$ $\left.\mathcal{J}\left(R^{\times}\right)\right\} . R \rtimes R^{\times}$is a subsemigroup of the $a x+b$-group $Q \rtimes Q^{\times}$, and the constructible left $R \rtimes R^{\times}$-ideals in $Q \rtimes Q^{\times}$are given by

$$
\mathcal{J}_{\rho}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)=\left\{X \cdot g: X \in \mathcal{J}_{\rho}\left(R \rtimes R^{\times}\right), g \in Q \rtimes Q^{\times}\right\} \cup\{\varnothing\}
$$

$\mathcal{J}_{\rho}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$is a semilattice under intersection $(X Y:=X \cap Y)$. Let us set for $g \in Q \rtimes Q^{\times}: \mathscr{R}\left(\left(R \times R^{\times}\right) \cdot g\right):=\varnothing$ and $\mathscr{R}\left(\left(R \times 2 \bar{R}^{\times}\right) \cdot g\right):=\left\{\mathcal{R}\left(\left(R \times 2 \bar{R}^{\times}\right) \cdot g\right)\right\}$, where $\mathcal{R}\left(\left(R \times 2 \bar{R}^{\times}\right) \cdot g\right):=\left\{\left(R \times 2 R^{\times}\right) \cdot g,\left(R \times 2 \alpha R^{\times}\right) \cdot g,\left(R \times 2 \alpha^{2} R^{\times}\right) \cdot g\right\}$. Using Lemma 6.3, it is easy to see that $\mathcal{R}\left(\left(R \times 2 \bar{R}^{\times}\right) \cdot g\right)$ is a finite cover for $\left(R \times 2 \bar{R}^{\times}\right) \cdot g$, and that $Q \rtimes Q^{\times} \curvearrowright \mathcal{J}_{\rho}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$and $\mathscr{R}_{Y}, Y \in \mathcal{J}_{\rho}(R \rtimes$ $R^{\times} \subseteq Q \rtimes Q^{\times}$), satisfy conditions (i) to (iv) of our Theorem 3.3 and the assumptions in Lemma 6.2. Hence, writing $E$ for the semilattice $\mathcal{J}_{\rho}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$ and $D$ for the commutative $C^{*}$-algebra corresponding to $\mathcal{J}_{\rho}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$ as above, Lemma 6.2 tells us that $D \cong C_{\mathrm{u}}^{*}(E) / I$. Here $I$ is the ideal of $C_{\mathrm{u}}^{*}(E)$ corresponding to our relations. Again, this allows us to compute K-theory for the right reduced semigroup $C^{*}$-algebra $C_{\rho}^{*}\left(R \rtimes R^{\times}\right)$. We let $E_{1}$ be the semilattice $\left\{e_{X}-\bigvee_{Y \in \mathcal{R}} e_{Y}: X \in \mathcal{J}_{\rho}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right), \mathcal{R} \in \mathscr{R}(X)\right\} \cup\{0\} \subseteq \operatorname{Proj}\left(C_{\mathrm{u}}^{*}(E)\right)$. The same argument as for the multiplicative semigroup $R^{\times}$yields that the following sequence is exact:

$$
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right) \xrightarrow{\iota} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right) \xrightarrow{\pi} D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right) \rightarrow 0 .
$$

Here, $\iota$ and $\pi$ are the canonical homomorphisms. We can now compute K-theory for $D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)$using the six-term exact sequence for this short exact sequence. Consider the homomorphisms

$$
\begin{aligned}
& C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle) \xrightarrow{\phi} C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right), \\
& u_{g} \mapsto\left(e_{R \times \bar{R}^{\times}}-\left(e_{R \times R^{\times}}+e_{R \times \alpha R^{\times}}+e_{R \times \alpha^{2} R^{\times}}-e_{R \times 2 \bar{R}^{\times}}\right)\right) u_{g}, \\
& C^{*}\left(R^{*}\right) \xrightarrow{\psi_{R \rtimes R^{*}}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right), \quad u_{g} \mapsto e_{R \times R^{\times}} u_{g}, \\
& C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle) \xrightarrow{\psi_{2 \bar{R} \rtimes\langle\alpha\rangle}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right), \quad u_{g} \mapsto e_{R \times \bar{R}^{\times}} u_{g} .
\end{aligned}
$$

By Corollary 3.14 of [5], $\phi$ induces an isomorphism in K-theory, and also
$\left(\psi_{R \rtimes R^{*}}\right)_{*}+\left(\psi_{2 \bar{R} \rtimes\langle\alpha\rangle}\right)_{*}: K_{*}\left(C^{*}\left(R \rtimes R^{*}\right)\right) \oplus K_{*}\left(C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C_{\mathbf{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)\right)$ is an isomorphism.

Let $\operatorname{res}_{\left.\underset{2}{2 \bar{R} \rtimes R^{*}} \underset{2}{2}\right\rangle}: K_{*}\left(C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C^{*}\left(2 \bar{R} \rtimes R^{*}\right)\right)$, ind $\underset{2 \bar{R} \rtimes R^{*}}{R \rtimes R^{*}}: K_{*}\left(C^{*}(2 \bar{R}\right.$ $\left.\left.\rtimes R^{*}\right)\right) \rightarrow K_{*}\left(C^{*}\left(R \rtimes R^{*}\right)\right)$ and ind $\frac{2 \bar{R} \rtimes\langle\alpha\rangle}{2 \bar{R} \rtimes R^{*}}: K_{*}\left(C^{*}\left(2 \bar{R} \rtimes R^{*}\right)\right) \rightarrow K_{*}\left(C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)\right)$ be the canonical restriction and induction maps. Moreover, let $v: C^{*}(2 \bar{R} \rtimes$ $\langle\alpha\rangle) \rightarrow C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)$ be the homomorphism induced by the group homomorphism $2 \bar{R} \rtimes\langle\alpha\rangle \rightarrow 2 \bar{R} \rtimes\langle\alpha\rangle,(z, y) \mapsto(2 z, y)$. As a direct computation shows, we have

$$
\begin{aligned}
\left(\left(\psi_{R \rtimes R^{*}}\right)_{*}\right. & \left.+\left(\psi_{2 \bar{R} \rtimes\langle\alpha\rangle}\right)_{*}\right)^{-1} \circ \iota_{*} \circ \phi_{*} \\
& =\left(- \text { ind }{ }_{2 \bar{R} \rtimes R^{*} R^{*}}^{R} \circ \operatorname{res}_{2}^{2 \bar{R} \rtimes R^{*}}, \text { id }+v_{*} \circ \text { ind }{ }_{2 \bar{R} \rtimes R^{*}}^{2 \bar{R} \rtimes\langle\alpha\rangle} \circ \operatorname{res}_{2 \bar{R} \rtimes\langle\alpha\rangle}^{2 \bar{R} \rtimes R^{*}}-v_{*}\right)
\end{aligned}
$$

as homomorphisms $K_{0}\left(C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{0}\left(C^{*}\left(R \rtimes R^{*}\right)\right) \oplus K_{0}\left(C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)\right)$. Further computations show that all in all, we have

$$
\begin{aligned}
& K_{0}\left(C_{\rho}^{*}\left(R \rtimes R^{\times}\right)\right) \\
& \cong K_{0}\left(D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)\right) \\
& \cong \operatorname{coker}\left(- \text { ind } \underset{2 \bar{R} \rtimes R^{*}}{R \rtimes R^{*}} \circ \operatorname{res}_{2 \bar{R}}^{2 \bar{R} \rtimes R^{*}}, \text { id }+v_{*} \circ \text { ind }{ }_{2 \bar{R} \rtimes R^{*}}^{2 \bar{R} \rtimes\langle\alpha\rangle} \circ \operatorname{res}_{2 \bar{R} \rtimes\langle\alpha\rangle}^{2 \bar{R} \rtimes R^{*}}-v_{*}\right) \\
& \cong \mathbb{Z}^{16} / \mathbb{Z}^{4} \cong \mathbb{Z}^{12} \text {, and } \\
& K_{1}\left(C_{\rho}^{*}\left(R \rtimes R^{\times}\right)\right) \\
& \cong K_{1}\left(D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)\right) \\
& \cong \operatorname{ker}\left(- \text { ind } \underset{2 \bar{R} \rtimes R^{*}}{R \rtimes R^{*}} \circ \operatorname{res}_{2 \bar{R} \rtimes\langle\alpha\rangle^{2}}^{2 \bar{R} \rtimes R^{*}}, \text { id }+v_{*} \circ \text { ind } \frac{2 \bar{R} \rtimes\langle\alpha\rangle}{2 \bar{R} \rtimes R^{*}} \stackrel{\text { res }}{2 \bar{R} \rtimes R^{*}} \underset{2 \bar{R} \rtimes\langle\alpha\rangle}{2}-v_{*}\right) \cong \mathbb{Z}^{6} .
\end{aligned}
$$

Finally, we discuss the left reduced semigroup $C^{*}$-algebra of $R \rtimes R^{\times}$. The constructible right ideals of $R \rtimes R^{\times}$are given by $\mathcal{J}_{\lambda}\left(R \rtimes R^{\times}\right)=\left\{(r+I) \times I^{\times}\right.$: $I \in \mathcal{I}(R)\}$, where $\mathcal{I}(R)$ is the set of integral fractional ideals of $R . R \rtimes R^{\times}$is a subsemigroup of $Q \rtimes Q^{\times}$, and the constructible right $R \rtimes R^{\times}$-ideals in $Q \rtimes Q^{\times}$are given by $\mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)=\left\{g \cdot X: g \in Q \rtimes Q^{\times}, X \in \mathcal{J}_{\lambda}\left(R \rtimes R^{\times}\right)\right\} \cup\{\varnothing\}$. $\mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$is a semilattice under intersection $(X Y:=X \cap Y)$. Let us set for $g \in Q \rtimes Q^{\times}: \mathscr{R}\left(g \cdot\left(R \times R^{\times}\right)\right):=\varnothing$ and $\mathscr{R}\left(g \cdot\left(\bar{R} \times \bar{R}^{\times}\right)\right):=\{\mathcal{R}(g \cdot(\bar{R} \times$ $\left.\bar{R}^{\times}\right)$) , where

$$
\mathcal{R}\left(g \cdot\left(\bar{R} \times \bar{R}^{\times}\right)\right):=\left\{\begin{array}{l}
g \cdot\left(R \times R^{\times}\right), g \cdot\left((\alpha+R) \times R^{\times}\right), \\
g \cdot\left(\alpha R \times \alpha R^{\times}\right), g \cdot\left((1+\alpha R) \times \alpha R^{\times}\right), \\
g \cdot\left(\alpha^{2} R \times \alpha^{2} R^{\times}\right), g \cdot\left(\left(1+\alpha^{2} R\right) \times \alpha^{2} R^{\times}\right) .
\end{array}\right\}
$$

Again, using Lemma 6.3. it is easy to see that $\mathcal{R}\left(g \cdot\left(\bar{R} \times \bar{R}^{\times}\right)\right)$is a finite cover for $g \cdot\left(\bar{R} \times \bar{R}^{\times}\right)$, and that $Q \rtimes Q^{\times} \curvearrowright \mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$and $\mathscr{R}(Y), Y \in$
$\mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right)$, satisfy conditions (i) to (iv) of our Theorem 3.3 and the assumptions in Lemma 6.2 Hence, writing $E$ for the semilattice $\mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq\right.$ $\left.Q \rtimes Q^{\times}\right)$and $D$ for the commutative $C^{*}$-algebra corresponding to $\mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq\right.$ $Q \rtimes Q^{\times}$) as above, Lemma 6.2 tells us that $D \cong C_{\mathrm{u}}^{*}(E) / I$. Here $I$ is the ideal of $C_{\mathrm{u}}^{*}(E)$ corresponding to our relations. We let $E_{1}$ be the semilattice $\left\{e_{X}-\bigvee_{Y \in \mathcal{R}} e_{Y}\right.$ : $\left.X \in \mathcal{J}_{\lambda}\left(R \rtimes R^{\times} \subseteq Q \rtimes Q^{\times}\right), \mathcal{R} \in \mathscr{R}(X)\right\} \cup\{0\} \subseteq \operatorname{Proj}\left(C_{\mathbf{u}}^{*}(E)\right)$. As before, we obtain that the following sequence is exact:

$$
0 \rightarrow C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right) \xrightarrow{\iota} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right) \xrightarrow{\pi} D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right) \rightarrow 0,
$$

where $\iota$ and $\pi$ are the canonical homomorphisms. We can now compute K-theory for $D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)$using the six-term exact sequence for this short exact sequence. Let $\varepsilon$ be given by

$$
\begin{aligned}
=e_{R \times R^{\times}} & +e_{(\alpha+R) \times R^{\times}}+e_{\alpha R \times \alpha R^{\times}}+e_{(1+\alpha R) \times \alpha R^{\times}}+e_{\alpha^{2} R \times \alpha^{2} R^{\times}}+e_{\left(1+\alpha^{2} R\right) \times \alpha^{2} R^{\times}} \\
& -\left(e_{2 \bar{R} \times 2 \bar{R}^{\times}}+e_{(1+2 \bar{R}) \times 2 \bar{R}^{\times}}+e_{(\alpha+2 \bar{R}) \times 2 \bar{R}^{\times}}+e_{\left.(1+\alpha+2 \bar{R}) \times 2 \bar{R}^{\times}\right)} .\right.
\end{aligned}
$$

Consider the homomorphisms

$$
\begin{aligned}
& C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle) \xrightarrow{\phi} C_{\mathrm{u}}^{*}\left(E_{1}\right) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right), \quad u_{g} \mapsto\left(e_{\bar{R} \times \bar{R}^{\times}}-\varepsilon\right) u_{g}, \\
& C^{*}\left(R^{*}\right) \xrightarrow{\psi_{R \rtimes R^{*}}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right), \quad u_{g} \mapsto e_{R \times R^{\times} \times} u_{g}, \\
& C^{*}(\bar{R} \rtimes\langle\alpha\rangle) \xrightarrow{\psi_{\bar{R} \rtimes\langle\alpha\rangle}} C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right), \quad u_{g} \mapsto e_{\bar{R} \times \bar{R}^{\times}} u_{g} .
\end{aligned}
$$

By Corollary 3.14 of [5], $\phi$ induces an isomorphism in K-theory, and also

$$
\begin{aligned}
& \left(\psi_{R \rtimes R^{*}}\right)_{*}+\left(\psi_{\bar{R} \rtimes\langle\alpha\rangle}\right)_{*}: \\
& \quad K_{*}\left(C^{*}\left(R \rtimes R^{*}\right)\right) \oplus K_{*}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C_{\mathrm{u}}^{*}(E) \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)\right)
\end{aligned}
$$

is an isomorphism.
Let

$$
\begin{aligned}
& \operatorname{res} \frac{R}{\bar{R} \rtimes\langle\alpha\rangle}: K_{*}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C^{*}\left(R \rtimes R^{*}\right)\right), \\
& \operatorname{res} \frac{2 \bar{R} \rtimes R^{*}}{\bar{R} \rtimes\langle\alpha\rangle}: K_{*}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C^{*}\left(2 \bar{R} \rtimes R^{*}\right)\right), \\
& \operatorname{res} \frac{2 \bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes\langle\alpha\rangle}: K_{*}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{*}\left(C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle)\right), \quad \text { and } \\
& \text { ind } \frac{\bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes R^{*}}: K_{*}\left(C^{*}\left(\bar{R} \rtimes R^{*}\right)\right) \rightarrow K_{*}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right),
\end{aligned}
$$

be the canonical restriction and induction maps. Moreover, let $\mu: C^{*}(2 \bar{R} \rtimes$ $\left.R^{*}\right) \rightarrow C^{*}\left(\bar{R} \rtimes R^{*}\right)$ be the isomorphism induced by the group isomorphism $2 \bar{R} \rtimes R^{*} \rightarrow \bar{R} \rtimes R^{*},(z, y) \mapsto\left(2^{-1} z, y\right)$, and let $\mu^{\prime}: C^{*}(2 \bar{R} \rtimes\langle\alpha\rangle) \rightarrow C^{*}(\bar{R} \rtimes\langle\alpha\rangle)$ be the isomorphism induced by the group isomorphism $2 \bar{R} \rtimes\langle\alpha\rangle \rightarrow \bar{R} \rtimes\langle\alpha\rangle$,

$$
\begin{aligned}
& (z, y) \mapsto\left(2^{-1} z, y\right) \text {. As a direct computation shows, we have } \\
& \begin{aligned}
\left(\left(\psi_{R \rtimes R^{*}}\right)_{*}\right. & \left.+\left(\psi_{\bar{R} \rtimes\langle\alpha\rangle}\right)_{*}\right)^{-1} \circ \iota_{*} \circ \phi_{*} \\
& =\left(-\operatorname{res} \frac{R}{\bar{R} \rtimes R^{*}}, \text { id }+\operatorname{ind} \frac{\bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes R^{*}} \circ \mu_{*} \circ \operatorname{res} \frac{2 \bar{R} \rtimes R^{*}}{\bar{R} \rtimes\langle\alpha\rangle}-\mu_{*}^{\prime} \circ \operatorname{res} \frac{2 \bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes\langle\alpha\rangle}\right)
\end{aligned}
\end{aligned}
$$

as homomorphisms $K_{0}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right) \rightarrow K_{0}\left(C^{*}\left(R \rtimes R^{*}\right)\right) \oplus K_{0}\left(C^{*}(\bar{R} \rtimes\langle\alpha\rangle)\right)$. Further computations show that on the whole, we have

$$
\begin{aligned}
K_{0}\left(C_{\lambda}^{*}\left(R \rtimes R^{\times}\right)\right) & \cong K_{0}\left(D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)\right) \\
& \cong \operatorname{coker}\left(-\operatorname{res} \frac{R}{\bar{R} \rtimes R^{*}}\langle\alpha\rangle^{\prime} \operatorname{id}+\operatorname{ind} \frac{\bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes R^{*}} \circ \mu_{*} \circ \operatorname{res} \frac{2 \bar{R} \rtimes R^{*}}{\bar{R} \rtimes\langle\alpha\rangle}-\mu_{*}^{\prime} \circ \operatorname{res} \frac{2 \bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes\langle\alpha\rangle}\right) \\
& \cong \mathbb{Z}^{16} / \mathbb{Z}^{4} \cong \mathbb{Z}^{12}, \\
K_{1}\left(C_{\lambda}^{*}\left(R \rtimes R^{\times}\right)\right) & \cong K_{1}\left(D \rtimes_{\mathrm{r}}\left(Q \rtimes Q^{\times}\right)\right) \\
& \cong \operatorname{ker}\left(-\operatorname{res} \frac{R \rtimes R^{*}}{\bar{R} \rtimes\langle\alpha\rangle}, \operatorname{id}+\operatorname{ind} \frac{\bar{R} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes R^{*}} \circ \mu_{*} \circ \operatorname{res} \frac{2 \bar{R} \rtimes R^{*}}{\bar{R} \rtimes\langle\alpha\rangle}-\mu_{*}^{\prime} \circ \operatorname{res} \frac{2 \overline{\bar{R}} \rtimes\langle\alpha\rangle}{\bar{R} \rtimes\langle\alpha\rangle}\right) \\
& \cong \mathbb{Z}^{6} .
\end{aligned}
$$

REMARK 6.4. As in Section 6.4 of [5], we see that the K-theories of the left and right reduced semigroup $C^{*}$-algebras of $R \rtimes R^{\times}$coincide.
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