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ABSTRACT. Let A be a simple, σ−unital, non-unital C*-algebra, with metriz-
able tracial simplex T (A), projection surjectivity and injectivity, and strict
comparison of positive elements by traces. Then the following are equivalent:

(i) A has quasicontinuous scale;
(ii)M(A) has strict comparison of positive elements by traces;

(iii)M(A)/A is purely infinite;
(iii’)M(A)/Imin is purely infinite;
(iv)M(A) has finitely many ideals;
(v) Imin = Ifin.

If furthermore Mn(A) has projection surjectivity and injectivity for every n,
then the above conditions are equivalent to:

(vi) V(M(A)) has finitely many order ideals.

KEYWORDS: Multiplier algebras, ideals in multiplier algebras, corona algebras, strict
comparison.
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INTRODUCTION

In the study of multiplier algebras of C∗-algebras, an important role is played
by the associated corona algebras. In the case of the algebra K of compact op-
erators on a separable Hilbert space H, M(K) = B(H) and the corona algebra
M(K)/K is the Calkin algebra which is well known to be both simple and purely
infinite.

Perhaps one reason for the success of the Brown–Douglas–Fillmore theory
([5], [6]) is that in their context, the multiplier algebraM(K) and the corona alge-
braM(K)/K have particularly nice structure. For example, the BDF–Voiculescu
result which, roughly says that every essential extension is absorbing, would not
be true if the corona algebraM(K)/Kwere not simple ([1], [5], [59]). It is by now
clear that, in the classical theory of absorbing extensions, “nice” extension theory
corresponds to suitable corona algebra structure (e.g., [14], [24], [25], [36], [38],
[46], [64]). Furthermore, progress in the study of extensions of stable C∗-algebras
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beyond the known cases will require new knowledge of extensions of nonstable
algebras ([37]) which in turn requires knowledge of the structure and comparison
theory for multiplier algebras and corona algebras in the non stable case.

IfA is a simple, σ-unital but not unital, and non-elementary C∗-algebra, Lin
showed in [34] and [39] thatM(A)/A is simple if and only ifM(A)/A is simple
and purely infinite, if and only ifA has continuous scale. Simple continuous scale
algebras are one of the most interesting classes in generalizations of BDF theory.

However, the continuity of the scale is not necessary for M(A)/A to be
purely infinite. Indeed, Kucerovsky and Perera [27] proved that a weaker con-
dition, which they called quasicontinuity of the scale (see Definition 3.1), is both
necessary and sufficient in the case whenA is simple, separable, non-unital, with
real rank zero, stable rank one, strict comparison of positive elements and finitely
many infinite extremal traces.

In the case of stable algebras with a nonzero projection (where the scale
is quasicontinous if and only if the algebra has finitely many extremal traces)
their work was then extended in Theorem A of [29] to simple, separable C∗-
algebras that are either exact and Z-stable or are AH-algebras with slow dimen-
sion growth.

The main goal of this paper is to extend these two results to a wider class of
stable and of non stable algebras and to add further properties equivalent to the
pure infiniteness of the corona algebra (see Abstract or Theorem 6.11).

The regularity conditions that we will require for the C∗-algebras studied,
which we call projection surjectivity and injectivity, have been used implicitly in
various forms in the study of multiplier algebras (see Definitions 4.1). Roughly
speaking, they permit to identify the projections inM(A) that are not in A with
certain strictly positive lower semicontinuous affine functions on the tracial sim-
plex T (A) (see Definitions 4.1). Real rank zero simple σ-unital nonunital nonele-
mentary algebras with stable rank one and strict comparison of projections (e.g.,
see [48]) are projection surjective and injective. We can drop the real rank zero
condition for stable separable algebras (see Corollary 4.11). This class includes a
wide class of algebras (see list after Corollary 4.11).

A key role in our study is played by three distinguished ideals of M(A),
Imin, Icont, and Ifin. Imin (see (1.12)) is the intersection of all the ideals ofM(A)
that properly contain A, and was studied in [31], [34], [39], [43], [48], and more
recently in [23]. IfA is separable or ifA has strict comparison, thenA 6= Imin and
then Imin

A is purely infinite and simple ([23], Corollary 3.15, Theorem 4.8). Icont
is the ideal generated by the elements with continuous evaluation functions and
it coincides with Imin if A has strict comparison. Without strict comparison we
have an example where the two are different ([23], Theorem 5.6, Theorem 7.8).
Ifin (see [48] and Definition 1.6) is the ideal generated by the elements with eval-
uation function finite on the extremal boundary ∂e(T (A)) of the tracial simplex
T (A). Several of the properties in Theorem 6.11 are proven to be equivalent to
the condition Imin = Ifin.
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Another key role in our study is played by the notion of strict compari-
son in the multiplier algebra. In Theorem 6.6 of [22] we had proven that if A
is simple, σ-unital, has strict comparison of positive elements by traces, and has
quasicontinuous scale, thenM(A) has strict comparison of positive elements by
traces. Here we prove that the converse holds if the algebra is projection surjec-
tive and injective and then use this property to prove that the multiplier algebra
has finitely many ideals and thatM(A)/A is purely infinite.

The paper is organized as follows: in Section 2, we present some back-
ground material on the tracial simplex T (A) and on ideals ofM(A). In Section 3,
we present some technical lemmas on lower semicontinuous affine functions. In
Section 4, we introduce quasicontinuity of the scale and its relation to the finite-
ness of the ideal lattice of M(A). In Section 5, we introduce and discuss the
notion of projection surjectivity and injectivity. In Section 6 we apply projection
surjectivity and injectivity to study ideals in multiplier algebras. Finally, in Sec-
tion 7 we prove our main result (Theorem 6.11) linking all the various equivalent
conditions. Then, under additional assumptions on the tracial simplex, we de-
rive further properties of the ideal lattice ofM(A); in particular, the existence of
infinite chains of principal ideals.

1. NOTATIONS AND PRELIMINARIES

1.1. THE TRACIAL SIMPLEX AND STRICT COMPARISON. In this paper A will al-
ways denote a simple σ-unital (possibly unital) C∗-algebra. If e is a nonzero posi-
tive element in the Pedersen ideal Ped(A) ofA, denote by T (A) the collection of
the (norm) lower semicontinuous densely defined tracial weights τ on A+, that
are normalized on e. Explicitly, a trace τ ∈ T (A) is an additive and homogeneous
map from A+ into [0, ∞] (a weight); satisfies the trace condition τ(xx∗) = τ(x∗x)
for all x ∈ A; is densely defined (also called densely finite, or semifinite), i.e., the
positive cone {x ∈ A+ : τ(x) < ∞} is dense in A+; satisfies the lower semi-
continuity condition τ(x) 6 lim τ(xn) for x, xn ∈ A+ with ‖xn − x‖ → 0, or
equivalently, τ(x) = lim

n
τ(xn) for 0 6 xn ↑ x in norm; and is normalized on e,

i.e., τ(e) = 1. We will mostly assume that T (A) 6= ∅ and hence that A is stably
finite.

When equipped with the topology of pointwise convergence on Ped(A),
T (A) is a Choquet simplex (e.g., see Proposition 3.4 of [58] and [15]). In particu-
lar, T (A) is a compact convex subset of a locally convex linear topological Haus-
dorff space, compact convex space for short. The collection of the extreme points of
T (A) is denoted by ∂e(T (A)) and is called the extremal boundary of T (A). For
simplicity’s sake we call the elements of T (A) (respectively, ∂e(T (A))) traces
(respectively, extremal traces). Tracial simplexes T (A) arising from different
nonzero positive elements in Ped(A) are homeomorphic; so we will not refer-
ence explicitly which element e is used for the normalization. A trace τ on A
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extends naturally to a trace on A⊗K (explicitly to the trace τ ⊗ Tr), and so we
can identify T (A⊗K) with T (A). By the work of F. Combes ([8], Proposition 4.1,
Proposition 4.4) and Ortega, Rørdam, and Thiel ([45], Proposition 5.2) every trace
τ ∈ T (A) has a unique extension to a lower semicontinuous (i.e., normal) tracial
weight (trace for short) on the enveloping von Neumann algebra A∗∗, and hence
to a trace on the multiplier algebraM(A). We will still denote that extension by
τ. Finally, we recall that the tracial simplex T (A) is studied also for non simple
algebras, but then the positive element e ∈ Ped(A) used to normalize the traces
is chosen to be full. For more details, see [15], [58] and also [20] and [22].

Although we will use the following notions mainly for the case when K is
a Choquet simplex, it is customary (and more convenient) to formulate them for
compact convex spaces.

DEFINITION 1.1. Given a compact convex space K,
(i) Aff(K) denotes the Banach space of the continuous real-valued affine functions

on K with the uniform norm;
(ii) LAff(K) denotes the collection of the lower semicontinuous affine functions on

K with values in R∪ {+∞};
(iii) Aff(K)+ (respectively, LAff(K)+) denotes the cone of the positive functions

(i.e., f (x) > 0 for all x ∈ K) in Aff(K) (respectively, in LAff(K)).
(iv) Aff(K)++ (respectively, LAff(K)++) denotes the cone of the strictly positive

functions (i.e., f (x) > 0 for all x ∈ K) in Aff(K) (respectively, in LAff(K));
(v) LAffσ(K), (respectively, LAffσ(K)+, LAffσ(K)++) denotes the collection of

functions in LAff(K) (respectively, LAff(K)+, LAff(K)++) that are the increasing
pointwise limit of a sequence of functions in Aff(K);

(vi) given S ∈ LAffσ(K)++, an element f ∈ LAffσ(K)++ is said to be comple-
mented under S if there is a g ∈ LAffσ(K)++ t {0} such that f + g = S.

For every A ∈ M(A)+, Â denotes the evaluation map and [̂A] the dimen-
sion function of A:

T (A) 3 τ 7→ Â(τ) := τ(A) ∈ [0, ∞];(1.1)

T (A) 3 τ 7→ [̂A](τ) := dτ(A) = lim
n

τ(A1/n) ∈ [0, ∞].(1.2)

As shown in Remark 5.3 of [45],

(1.3) dτ(A) = τ(RA) where RA ∈ A∗∗ is the range projection of A.

It is well known that both Â ∈ LAffσ(T (A))+ and [̂A] ∈ LAffσ(T (A))+ for
every A 6= 0. In fact, Â ∈ LAffσ(T (A))++ and [̂A] ∈ LAffσ(T (A))++ due to the
standing assumption that A is simple. In particular the scale S of A is defined as
S := 1̂M(A) and thus

(1.4) S ∈ LAffσ(T (A))++.
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We will use frequently the following well known facts. If A, B ∈M(A)+,
and τ ∈ T (A) then

A 6 B ⇒ Â(τ) 6 B̂(τ),(1.5)

A � B ⇒ dτ(A) 6 dτ(B),(1.6)

where “�” denotes Cuntz subequivalence, that is the existence of a sequence
Xn ∈ M(A) such that ‖XnBX∗n − A‖ → 0;

AB = 0 ⇒ dτ(A + B) = dτ(A) + dτ(B),(1.7)

τ(A) 6 ‖A‖dτ(A),(1.8)

dτ((A− δ)+) <
1
δ

Â(τ) ∀ δ > 0,(1.9)

and by Lemma 2.4(iii) of [22],

dτ((A+B−δ1−δ2)+)6dτ((A−δ1)+)+dτ((B−δ2)+) ∀δ1>0, δ2>0.(1.10)

By the definition of the topology on T (A), if a ∈ Ped(A), then â ∈ Aff(T (A)).
Notice that [̂a] is not necessarily continuous. We will use the fact that [̂a] is
bounded.

LEMMA 1.2. Let A be a simple, σ-unital C∗-algebra with non empty tracial sim-
plex T (A) and let a ∈ Ped(A)+. Then sup

τ∈T (A)
dτ(a) < ∞.

Proof. Since a 6
n
∑

j=1
aj for some n ∈ N elements aj ∈ A+, with local unit, i.e.,

such that bjaj = aj for some bj ∈ A+, and since dτ(a) 6
n
∑

j=1
dτ(aj), it is enough to

verify the claim for an a ∈ A+ that has a local unit b ∈ A+ (i.e., ba = a). Assume
without loss of generality that ‖a‖ = 1. Since a and b commute, we can identify
them as continuous functions on a compact space X, i.e., a = a(x) and b = b(x).
Then for all x ∈ X such that a(x) 6= 0 we have b(x) = 1 and hence f1/2(b(x)) = 1,
where for every ε > 0, the function fε(t) is defined as follows:

(1.11) fε(t) :=


0 for t ∈ [0, ε],
t−ε

ε for t ∈ (ε, 2ε],
1 for t ∈ (2ε, ∞).

But then f1/2(b)a = a and Ra 6 f1/2(b). Thus f1/2(b) is also a local unit for
a and since itself belongs to Ped(A)+ as f1/4(b) f1/2(b) = f1/2(b), its evaluation

function f̂1/2(b) is continuous on T (A). Thus dτ(a) = τ(Ra) 6 τ( f1/2(b)) for
every τ ∈ T (A) and hence sup

τ∈T (A)
dτ(a) < ∞.
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The same result was obtained in Lemma 1.6 of [29] under the additional
conditions that A is the stabilization of a simple, unital, exact algebra with strict
comparison.

The notion of strict comparison has played an important role in the theory
of C∗-algebras especially after [2].

DEFINITION 1.3. Let A be a simple, σ-unital C∗-algebra with non empty
tracial simplex T (A). Then we say that:

(i) A has strict comparison of positive elements by traces if a � b whenever
a, b ∈ A+ and dτ(a) < dτ(b) for all those τ ∈ T (A) for which dτ(b) < ∞;

(ii)M(A) has strict comparison of positive elements by traces if A � B when-
ever A, B ∈ M(A)+, A belongs to the ideal I(B) generated by B, and dτ(A) <
dτ(B) for all those τ ∈ T (A) for which dτ(B) < ∞.

Strict comparison is often defined in terms of 2-quasitraces. In Theorem 2.9
of [20] we proved that if a simple, unital C∗-algebra of real rank zero and stable
rank one has strict comparison of positive elements by traces (equivalently, of
projections, due to real rank zero) then all 2-quasitraces are traces. Recently it
was shown the same conclusion holds without the real rank zero and stable rank
one hypotheses ([44], Theorem 3.6).

Notice that in (ii), the condition that A ∈ I(B) (which is obviously necessary
for A � B) does not follow in general from the condition that dτ(A) < dτ(B) for
all those τ ∈ T (A) for which dτ(B) < ∞. Indeed if there is an element B ∈ A+

with dτ(B) = ∞ for all τ ∈ T (A) (and this is certainly the case when A is stable)
then the condition dτ(A) < dτ(B) for all those τ ∈ T (A) for which dτ(B) < ∞ is
trivially satisfied for every A ∈ M(A)+ \ A and yet A 6� B.

1.2. IDEALS AND TRACES. We first recall the following well-known result.

LEMMA 1.4. Let B be a C∗-algebra and let A, T ∈ B+. Then A ∈ I(T) (the
principal ideal generated by T) if and only if for every ε > 0 there is some m ∈ N such

that (A− ε)+ �
m⊕

k=1
T in Mm(B). In particular, if P is a projection, then P ∈ I(T) if

and only if there is an m ∈ N such that P �
m⊕

k=1
T in Mm(B).

We will focus on the ideals of the multiplier algebra M(A) of a simple,
σ-unital, non-unital C∗-algebra A.

The ideal

(1.12) Imin :=
⋂
{J CM(A) : A ( J }

is called the minimal ideal ofM(A) and A ⊂ Imin. We do not know in general
whether A 6= Imin although by Corollary 3.15, Proposition 5.4, Theorem 5.6 of
[23] this conclusion holds when A is also non-elementary and with any of the
following properties:
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(i) A is separable;
(ii) the Cuntz semigroup of A is order separable;

(iii)A has the (SP) property and its dimension semigroup D(A) of Murray–von
Neumann equivalence classes of projections is order separable;

(iv) A has strict comparison of positive elements by traces.
The conclusion A 6= Imin holds also if A has continuous scale (in particular,

if A is purely infinite), because thenM(A)/A is simple ([39], Theorem 2.8) and
hence Imin =M(A).

Following Lin’s approach, but not using his notations ([32]), one can char-
acterize Imin in terms of approximate identities of A. Given any approximate
identity {en}, which henceforth we will always assume to satisfy the condition
en+1en = en, the ideal Imin is shown (see [23] and [32]) to coincide with the norm
closure of the linear span of

Ko({en}) := {X ∈ M(A)+ : ∀ 0 6= a ∈ A+ ∃ N ∈ N
3 m > n > N ⇒ (em − en)X(em − en) � a}.

When A is a simple, σ-unital, non-unital, non-elementary C∗-algebra with
non-empty tracial simplex, then another natural ideal is Icont.

DEFINITION 1.5. ([23], Definition 5.1, Proposition 5.2) Icont is the norm clo-
sure of the linear span of Kc := {X ∈ M(A)+ : X̂ ∈ Aff(T (A))}.

An immediate consequence of the definition (see Proposition 5.2 of [23]) is
that if 0 6= X ∈ M(A)+ and 0 6= P ∈ M(A) is a projection, then

X ∈ (Icont)+ if and only if ̂(X− δ)+ ∈ Aff(T (A)) ∀ δ > 0;(1.13)

P ∈ (Icont)+ if and only if P̂ ∈ Aff(T (A))++.(1.14)

There are simple, separable, non-unital C∗-algebras where Imin 6= Icont ([23], The-
orem 7.8), however Imin = Icont when A has strict comparison of positive ele-
ments ([23], Theorem 5.6).

It is well known that every trace τ gives rise to a (not necessarily proper)
ideal Iτ which is the norm closure of the linear span of the hereditary cone

{X ∈ M(A)+ : τ(X) < ∞}.
As a consequence, if 0 6= X ∈ M(A)+ and 0 6= P ∈ M(A) is a projection, then

X ∈ (Iτ)+ if and only if τ((X− δ)+) < ∞ ∀ δ > 0;(1.15)

P ∈ (Iτ)+ if and only if τ(P) < ∞.(1.16)

In this paper the following ideals will play an important role.

DEFINITION 1.6. LetA be a σ-unital, non-unital, non-elementary C∗-algebra
with non-empty tracial simplex.

(i) Ifin :=
⋂

τ∈∂e(T (A))
Iτ ;
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(ii) Ib :=
⋂

τ∈T (A)
Iτ .

Perera introduced in a different way the ideal Ifin, which he called the finite
ideal, for σ-unital, non-unital, non-elementary C∗-algebras with real rank zero,
stable rank one, and weakly unperforated K0 group ([48], Proposition 6.1). The
following inclusions are obvious:

(1.17) Icont ⊂ Ib ⊂ Ifin.

Also an immediate consequence of the definition and of (1.15), (1.16) is the fol-
lowing lemma.

LEMMA 1.7. Let A be a simple, σ-unital, non-unital, non-elementary C∗-algebra
with non-empty tracial simplex.

(i) (Ifin)+ = {X ∈ M(A)+ : τ((X− δ)+) < ∞ ∀δ > 0, τ ∈ ∂e(T (A))};
(ii) (Ib)+ = {X ∈ M(A)+ : τ((X− δ)+) < ∞ ∀δ > 0, τ ∈ T (A)}.

In particular, if P is a projection, then
(iii) P ∈ Ifin ⇔ P̂(τ) < ∞ for all τ ∈ ∂e(T (A)).

To explain the notation of Ib, we need the following elementary observation.

LEMMA 1.8. Let K be a compact convex space and let f ∈ LAff(K)+. Then
(i) sup

x∈∂e(K)
f (x) = sup

x∈K
f (x);

(ii) sup
x∈K

f (x) < ∞ if and only if f (x) < ∞ for all x ∈ K.

Proof. (i) It is obvious that sup
x∈∂e(K)

f (x) = sup
x∈co∂e(K)

f (x). Then the conclusion

follows from the density of co∂e(K) in K (the Krein–Millman theorem) and the
lower semicontinuity of f .

(ii) The necessity being trivial, assume that sup
x∈K

f (x) = ∞ and choose a se-

quence xk ∈ ∂e(K) for which f (xk) > 2k for all k. If f (xk) = ∞ for some k, then
we are done, thus assume that f (xk) < ∞ for all k. Let µk be the Dirac measure

on xk and µ :=
∞
∑

k=1

µk
2k . Then µ is a probability measure on ∂e(K). Let x ∈ K be the

corresponding element, i.e.,

g(x) =
∫

∂e(K)

g(y)dµ(y) =
∞

∑
k=1

g(xk)

2k

for all g ∈ Aff(K) and hence also f (x) =
∞
∑

k=1

f (xk)
2k = ∞.

The argument in (ii) is similar to the one in Lemma 4.4 of [48].
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COROLLARY 1.9. Let A be a simple, σ-unital, non-unital, non-elementary C∗-
algebra with non-empty tracial simplex, and let 0 6= X ∈ M(A)+ and 0 6= P ∈ M(A)
be a projection. Then

(i) X ∈ Ib if and only if τ ∈ ∂e(T (A)) sup
τ∈∂e(T (A))

τ((X− δ)+) < ∞ ∀δ > 0;

(ii) P ∈ Ib if and only if sup
τ∈∂e(T (A))

τ(P) < ∞.

COROLLARY 1.10. Let A be a simple, σ-unital, non-unital C∗-algebra, with non-
empty T (A), and with |∂e(T (A))| < ∞. Then Icont = Ib = Ifin.

Finally we list our notations for order ideals. If B is a C∗algebra, denote by
V(B) the semigroup of Murray von–Neumann equivalence classes of projections
in M∞(B), where [P] + [Q] := [P ⊕ Q] for P, Q ∈ M∞(B). An order ideal H
of V(B) is a hereditary sub-semigroup of V(B). When [P] ∈ V(B), denote the
principal order ideal generated by [P] by

(1.18) I([P]) := {[R] ∈ V(B) : [R] 6 n[P] for some n ∈ N}.

The connection between principal ideals and principal order ideals generated by
a projection of B is an immediate consequence of Lemma 1.4.

LEMMA 1.11. If P, Q are projections in B, then the following are equivalent:
(i) I(P) ( I(Q);

(ii) ∃ n such that [P] 6 n[Q], 6 ∃ n such that [Q] 6 n[P];
(iii) I([P]) ( I([Q]).

2. PRELIMINARIES ON LOWER SEMICONTINUOUS AFFINE FUNCTIONS

Our paper makes use of some technical results on lower semicontinuous
affine functions on Choquet simplexes. We collect in this section some technical
results on lower semicontinuous affine functions on Choquet simplexes. We start
by listing for convenience of reference some results that will be used throughout
the paper.

PROPOSITION 2.1. Let K be a compact convex metrizable space.
(i) LAff(K)++ = LAffσ(K)++ ([58], Lemma 4.2, see also comments before Propo-

sition 4.10 in [48]). In particular, for every f ∈ LAff(T (A))++ there is a decomposition

f =
∞
∑

j=1
f j (pointwise convergence) with f j ∈ Aff(T (A))++.

(ii) ([49], Choquet Theorem, p. 14) For every x ∈ K there exists a probability measure
µ on ∂e(K) such that f (x) =

∫
∂e(K)

f (t)dµ(t) for all f ∈ LAff(K)+.

(iii) If f , g ∈ LAff(K)+ and f (x) > g(x) (respectively, f (x) > g(x)), (respectively,
f (x) = g(x)) for all x ∈ ∂e(K) then f (x) > g(x), (respectively, f (x) > g(x)),
(respectively, f (x) = g(x)), for all x ∈ K.
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(iv) If furthermore K is a Choquet simplex, then the measure in (ii) is unique ([49],
Choquet Theorem, p. 60).

THEOREM 2.2. ([18], Theorem 11.14, Corollary 11.15) Let K be a Choquet sim-
plex, X ⊆ ∂eK a compact subset of the extremal boundary of K, f : K → {−∞} ∪ R
an upper semicontinuous convex function, h : K → R ∪ {∞} a lower semicontinuous
concave function, and g0 : X → R and continuous function, such that f 6 h and
f |X 6 g0 6 h|X . Then there exists a function g ∈ Aff(K) such that:

(i) f 6 g 6 h, and
(ii) g|X = g0.

In particular, every function g0 ∈ C(X,R) has an extension g ∈ Aff(K) such that
‖g‖ = ‖g0‖.

The following is an elementary observation which we will use in a number
of occasions.

LEMMA 2.3. Assume that g = G + F where G and F are finite and lower semi-
continuous functions on a compact set K and that there is a sequence K 3 xn → x ∈ K
such that g(xn) → g(x). Then G(xn) → G(x). In particular, if G, F ∈ LAff(K)++

and g := G + F ∈ Aff(K), then G, F ∈ Aff(K)++.

Now recall that if K is a simplex, then the complementary face F′ of a face F
is the union of all the faces of K that are disjoint from F. A face F of K is said to

be split if K = F
·
+ F′ where

·
+ denotes the direct convex sum. By Theorem 11.28

of [18],

(2.1) if K is a Choquet simplex then every closed face is split.

It is elementary and most likely well known that if K is a Choquet simplex
and F is a split face, then every pair of affine nonnegative functions f on F and
g on F′ has unique extension to an affine function on K. We will need to use this
fact and some refinements of it, collected in the following lemma.

LEMMA 2.4. Let K be a Choquet simplex and F a split face. Assume that f and
g are affine nonnegative extended real valued function on F and F′, respectively and let

f
·
+ g be the function defined on K as follows: if k = tx + (1− t)y for some x ∈ F,

y ∈ F′, and 0 6 t 6 1 then

( f
·
+ g)(k) :=


t f (x) + (1− t)g(y) 0 < t < 1,
g(y) t = 0,
f (x) t = 1.

Then
(i) f

·
+ g is the unique affine function that agrees with f on F and with g on F′.

(ii) Assume that F is closed, f ∈ LAff(F)+, g ∈ LAff(K)+, and f (x) 6 g(x) for all

x ∈ F. Then f
·
+ g|F′ ∈ LAff(K)+ and f

·
+ g|F′ 6 g.
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(iii) Assume that F and F′ are closed, f ∈ LAff(F)+, and g ∈ LAff(F′)+. Then

f
·
+ g ∈ LAff(K)+.

Proof. (i) Recall that a decomposition k = tx + (1− t)y is unique but for the
case when k ∈ F and then t = 1, x = k, and y is arbitrary or k ∈ F′ and then t = 0,

y = k, and x is arbitrary. Therefore the function f
·
+ g is well defined. Also, the

definition given can be simplified by the convention that 0 ·∞ = 0. A lengthy

straightforward computation shows that f
·
+ g is indeed affine and that it is the

unique affine function that agrees with f on F and with g on F′.
(ii) Assume that kλ → k for some net kλ ∈ K. Let kλ = tλxλ + (1− tλ)yλ for

some xλ ∈ F, yλ ∈ F′ and tλ ∈ [0, 1], and let k = αxo + (1− α)yo for some xo ∈ F,
yo ∈ F′ and α ∈ [0, 1]. By passing if necessary to a subnet, we can assume that

( f
·
+ g)(kλ) converges to lim

λ
( f
·
+ g)(kλ). Then

(2.2) ( f
·
+ g)(kλ) = tλ f (xλ) + (1− tλ)g(yλ).

By the compactness of [0, 1], F, and K, and by passing if necessary to subnets

of subnets, which will not affect neither lim
λ
( f
·
+ g)(kλ) nor ( f

·
+ g)(k), we can

assume that tλ → t, xλ → x, and yλ → βx′ + (1− β)y for some x, x′ ∈ F, y ∈ F′

and 0 6 β 6 1. (Notice that if F′ is closed, then x′ = 0.) Then

(2.3) k = tx + β(1− t)x′ + (1− β)(1− t)y.

We leave to the reader the simpler case when t = β = 0, i.e., k = y, and thus
assume that t and β do not both vanish. Set

(2.4) x′′ :=
t

t + β(1− t)
x +

β(1− t)
t + β(1− t)

x′.

Then x′′ ∈ F and k = (t + β(1− t))x′′ + (1− β)(1− t)y is the decomposition of k

in F
·
+ F′. Then

( f
·
+ g)(k) = (t + β(1− t)) f (x′′) + (1− β)(1− t)g(y) (by definition of f

·
+ g)

= t f (x) + β(1− t) f (x′) + (1− β)(1− t)g(y) (by (2.4) as f is affine)

6 t f (x) + β(1− t)g(x′) + (1− β)(1− t)g(y) (as f 6 g on F)

= t f (x) + (1− t)(g(βx′ + (1− β)y)) (g is affine)

6 lim
λ

tλ f (xλ) + lim
λ
(1− tλ)g(yλ) ( f and g are lsc)

6 lim
λ
(tλ f (xλ) + (1− tλ)g(yλ))

= lim
λ
( f
·
+ g)(kλ) (by definition of f

·
+ g).

(iii) Follows from the same proof as in (ii).



318 VICTOR KAFTAL, P.W. NG, AND SHUANG ZHANG

Notice that if both F and F′ are closed and f and g are continuous, then the

same computation shows that f
·
+ g is continuous, which of course is well known

(e.g., see Corollary 11.23 of [18]).
Lemma 2.4 provides a generalization of Corollaries 4.11-13 of [48] and Propo-

sition 4.10 to the case when F is closed but not necessarily finite dimensional, and
without requiring the metrizability of K.

COROLLARY 2.5. Let K be a metrizable Choquet simplex, h ∈ LAff(K)++, F is
a closed face of K such that h|F = ∞. Then

(i) f
·
+ h

2 ∈ LAff(K)++ is complemented under h for every f ∈ LAff(F)++.
(ii) If f ∈ LAff(F)++, g ∈ Aff(K)++, f 6 g|F and g(x) < h(x) for all x, then

f
·
+ g is complemented under h. In particular, if sup f < min h, then for every sup f <

γ < min h, f
·
+ γ is complemented under h, where γ denotes the constant function

γ(x) = γ.
(iii) If also F′ is closed, f ∈ LAff(K)++, and f is continuous on F′, then f is comple-

mented under nh for some n ∈ N.

Proof. (i) f
·
+ h

2 ∈ LAff(K)++ by Lemma 2.4 as f 6 h|F. Moreover

f
·
+

h
2
+

h
2
=

{
f (x) + ∞ = h(x) x ∈ F,
h(x)

2 + h(x)
2 = h(x) x ∈ F′,

and hence f
·
+ h

2 + h
2 = h. Obviously, h

2 ∈ LAff(K)++.

(ii) f
·
+ g ∈ LAff(K)++ by Lemma 2.4, h− g ∈ LAff(K)++, and

( f
·
+ g + h− g)(x) =

{
f (x) + h(x)− g(x) = ∞ = h(x) x ∈ F,
g(x) + h(x)− g(x) = h(x) x ∈ F′.

Therefore f
·
+ g + h− g = h, which concludes the proof.

(iii) h has a strictly positive minumum on the compact set F′, hence we can
find n ∈ N such that f (x) < nh(x) for all x ∈ F′ and let g := nh|F′ − f |F′ . Then

h |F
·
+g ∈ LAff(K)++ by Lemma 2.4. Reasoning as above, f + h |F

·
+g = nh.

COROLLARY 2.6. Let K be a Choquet simplex and {xj}∞
1 ⊂ ∂e(K) be a sequence

with distinct terms. Then for every nondecreasing sequence of scalars 0 < αj < ∞ there
is a function f ∈ LAffσ(K)++ such that f (xj) = αj for all j and α1 6 f 6 sup

j
αj.

Proof. Starting with go = α1 > 0 we construct an increasing sequence of
functions gk ∈ Aff(K)++ such that gk(xj) = αj for all 1 6 j 6 k and gk(x) 6 αk
for all x ∈ K.
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Assuming the construction up to k−1 for some k>1, set Xk :={x1, x2, . . . , xk}

and gk,o(xj) :=

{
gk−1(xj) 1 6 j < k,
αk j = k.

Then gk−1 6 αk−1 6 αk and hence gk−1|Xk

6 gk,o 6 αk. Let gk ∈ Aff(K) be the extension of gk,o to K for which gk−1 6 gk 6
αk that is given by Theorem 2.2. Then f := lim

k
gk satisfies the desired proper-

ties.

Next we present two technical constructions of lower semicontinuous func-
tions that will be needed in the study of principal ideals inM(A).

LEMMA 2.7. Let K be a compact metrizable space and g be a non-negative, finite,
lower semicontinuous function on K that is not continuous at some point xo ∈ K. Then
there is a decomposition g = G + F into the sum of lower-semicontinuous non-negative
functions G and F which are both discontinuous at xo but for which there is a sequence
yk → xo such that G(yk)→ G(xo) but g(yk) 6→ g(xo).

If furthermore K is also convex and g ∈ LAff(K)+ (respectively, g ∈ LAff(K)++),
then we can choose G, F to be in LAff(K)+ (respectively, in LAff(K)++).

Proof. Since g is lower semicontinuous and K is metrizable, we can decom-

pose it into a sum g =
∞
∑

k=1
gk of functions gi ∈ C(K,R)+ (respectively, gi ∈

C(K,R)++ if g is strictly positive). Since g is not continuous at xo, there is a
sequence xj → xo and a number β such that g(xj) > β > g(xo) for all j. Let

δ := β−g(xo)
3 . We construct inductively two sequences of positive integers mj 6

nj < mj+1 starting with m1 = 1 and two strictly increasing sequences of integers

sk and tk such that if we set Gk :=
k
∑

j=1

nj

∑
i=mj

gi, we have for all integers k > 1:

(i) Gk(xsk ) > Gk(xo) + δ;
(ii) |Gk(xj)− Gk(xo)| < δ

k for all j > tk;

(iii)
∞
∑

i=mk+1

gi(xtk ) <
δ
k and

∞
∑

i=mk+1

gi(xo) <
δ
k .

We start the induction by setting m1 = 1 and s1 = 1. Since g(xs1) > β,

choose an integer n1 > 1 such that
n1
∑

i=1
gi(xs1) > β. Thus

G1(xs1) > β = g(xo) + 3δ > G1(xo) + 3δ > G1(xo) + δ,

which satisfies condition (i). By the continuity of G1 we can find an index t1 for

which (ii) is satisfied. By the convergence of the series
∞
∑
1

gi(x) for every x, choose

m2 > n1 so to satisfy (iii). Thus conditions (i)–(iii) are satisfied for k = 1.
Next assume the construction up to some integer k and notice that this in-

cludes the existence of mk+1 > nk that satisfies (iii). By the continuity of
mk+1−1

∑
i=1

gi
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and of Gk(x), choose an integer sk+1 > sk such that for all j > sk+1 we have

(2.5)
∣∣∣ mk+1−1

∑
i=1

gi(xj)−
mk+1−1

∑
i=1

gi(xo)
∣∣∣ < δ and |Gk(xj)− Gk(xo)| < δ.

Since g(xsk+1) > β, choose an integer nk+1 > mk+1 so that

(2.6)
nk+1

∑
i=1

gi(xsk+1) > β.

Then

Gk+1(xsk+1)− Gk+1(xo)

= Gk(xsk+1)− Gk(xo) +
nk+1

∑
i=mk+1

gi(xsk+1)−
nk+1

∑
i=mk+1

gi(xo)

= Gk(xsk+1)−Gk(xo) +
nk+1

∑
i=1

gi(xsk+1)−
nk+1

∑
i=1

gi(xo)−
mk+1−1

∑
i=1

gi(xsk+1)+
mk+1−1

∑
i=1

gi(xo)

> −δ + β− g(xo)− δ = δ

where

|Gk(xsk+1)− Gk(xo)| < δ (by (2.5)),
nk+1

∑
i=1

gi(xsk+1) > β (by (2.6)),

nk+1

∑
i=1

gi(xo) 6 g(xo) (by the definition of g),

∣∣∣ mk+1−1

∑
i=1

gi(xsk+1)−
mk+1−1

∑
i=1

gi(xo)
∣∣∣ < δ (by (2.5)).

Thus condition (i) is satisfied for k + 1. Since Gk+1 is continuous, choose tk+1 > tk

so to satisfy (ii). By the convergence of
∞
∑

i=1
gi(x) for all x, choose mk+2 > nk+1 so

to satisfy (iii).
Thus by induction we can continue the construction for all k and obtain

the function G := lim Gk. As a sum of nonnegative continuous functions, G is

nonnegative lower semicontinuous. Then F = g− G =
∞
∑

j=1

mj+1−1

∑
i=nj+1

gi, hence F too

is nonnegative lower semicontinuous. Since G(xsk ) > Gk(xsk ) > Gk(xo) + δ for
all k, we have

lim
k

G(xsk ) > lim
k

Gk(xo) + δ = G(xo) + δ.

Since xsk → xo, it follows that G is not continuous at xo.
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By (iii),

0 6 G(xtk )− Gk(xtk ) =
∞

∑
j=k+1

nj

∑
i=mj

gi(xtk ) 6
∞

∑
i=mk+1

gi(xtk ) <
δ

k

and similarly 0 6 G(xo)− Gk(xo) < δ
k . Since by (ii), |Gk(xtk )− Gk(xo)| < δ

k , it
follows that

|G(xtk )− G(xo)| <
3δ

k
and hence G(xtk ) → G(xo). Then set yk := xtk . Since g(yk) > β > g(xo), it
follows that F(yk) 6→ F(xo).

Finally, if K is convex and g ∈ LAff(K), then by Proposition 11.8 of [18] and
Lemma 4.2 of [58], g is the supremum of an increasing sequence of functions in
Aff(K) and thus we can assume that gi ∈ Aff(K)++. The rest of the conclusions
are now immediate.

LEMMA 2.8. Let K be a metrizable Choquet simplex, h ∈ LAff(K)++, and as-
sume there is a sequence {xn}∞

1 ⊂ ∂e(K) of distinct elements for which lim
n

h(xn) = ∞.

Then h can be decomposed into the sum of two functions F and G ∈ LAff(K)++ such
that:

(i) G(xn) < ∞ for every n;
(ii) sup

n
G(xn) = ∞;

(iii) sup
n

h(xn)
G(xn)

= ∞.

Proof. By Proposition 2.1(i) there is an increasing sequence of functions hm ∈
Aff(K)++ that converges pointwise to h. Start with integers n1 > 1 such that
h(xn1) > 1 and m1 > 1 such that hm1(xn1) > 1. Then construct recursively two
strictly increasing sequences of integers nk and mk such that

(2.7) hmk (xnk ) > k2 + k‖hmk−1‖∞.

Let γ := min
x∈K

hm1(x). Since hm1 is strictly positive, it follows that γ > 0. Let

X1 := {x1, x2, . . . , xn1} and define for every xj ∈ X1

g1,0(xj) :=

{
1
2 γ 1 6 j < n1,
1
2 hm1(xn1) j = n1.

We verify the conditions of Theorem 2.2: X1 is a compact subset of ∂e(K), g1,0 ∈
C(X1,R), the constant function 1

2 γ is continuous and convex on K, the function
1
2 hm1 ∈ Aff(K) is continuous and concave on K and

1
2

γ |X16 g1,0 6
1
2

hm1 |X1 .
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Thus by Theorem 2.2 there is an extension g1 ∈ Aff(K) of g1,0 for which

1
2

γ 6 g1 6
1
2

hm1 .

In particular, g1 ∈ Aff(K)++. Let f1 := hm1 − g1. Then f1 > 1
2 hm1 and hence also

f1 ∈ Aff(K)++.
Now for every k > 1, set Xk := {x1, x2, . . . , xnk} and define for every xj ∈ Xk

gk,0(xj) :=

{
0 1 6 j < nk,
1
k (hmk − hmk−1)(xnk ) j = nk.

Then gk,0 ∈ C(Xk,R) and 0 6 gk,0 6 1
k (hmk − hmk−1)|Xk hence it has an extension

gk ∈ Aff(K) for which

(2.8) 0 6 gk 6
1
k
(hmk − hmk−1) and gk(xnk ) =

1
k
(hmk − hmk−1)(xnk ).

Set fk := hmk − hmk−1 − gk. Then fk > 0 and fk ∈ Aff(K).
Set mo := 0 and hmo = 0. Then for all k

k

∑
j=1

f j +
k

∑
j=1

gj =
k

∑
j=1

(hmj − hmj−1) = hmk .

In particular,

(2.9)
k

∑
j=1

gj < hmk ∀k.

Let F =
∞
∑

k=1
fk and G =

∞
∑

k=1
gk, then F + G = h and F, G ∈ LAff(K)++, where the

strict positivity of F and G follows from the strict positivity of f1 and g1.
To show that (i) holds, for every n, choose nk > n. By definition, gk′(xn) = 0

for every k′ > k and hence by (2.9),

G(xn) =
k

∑
i=1

gi(xn) 6 hmk (xn) < ∞.

Now

G(xnk ) > gk(xnk )

=
1
k
(hmk − hmk−1)(xnk ) (by (2.8))

>
1
k

hmk (xnk )−
1
k
‖hmk−1‖∞

>
1
k
(k2 + k‖hmk−1‖∞)− 1

k
‖hmk−1‖∞ ( by (2.7))

> k



PURELY INFINITE CORONA ALGEBRAS 323

and hence (ii) holds. Finally, (iii) follows from the inequalities:

G(xnk ) =
k−1

∑
j=1

gj(xnk ) + gk(xnk )

6 hmk−1(xnk ) +
1
k
(hmk − hmk−1)(xnk ) (by (2.9) and (2.8))

6 ‖hmk−1‖∞ +
1
k

hmk (xnk )

6
2
k

hmk (xnk ) (by (2.7))

6
2
k

h(xnk ).

3. QUASICONTINUOUS SCALE AND IDEALS INM(A)

Kucerovsky and Perera introduced in [27] the notion of quasicontinuity of
the scale for simple, separable C∗-algebras of real rank zero in terms of qua-
sitraces. In [22] we studied this notion in terms of traces.

DEFINITION 3.1 ([22], Definition 2.10). Let A be a simple, σ-unital C∗-alge-
bra with nonempty tracial simplex T (A). The scale S := 1̂M(A) of A is said to be
quasicontinuous if:

(i) the set F∞ := {τ ∈ ∂e(T (A)) : S(τ) = ∞} is finite (possibly empty) and
hence the face co(F∞) is closed;

(ii) the complementary face F′∞ of co(F∞) is closed (possibly empty);
(iii) the restriction S|F′∞ : F′∞ → (0, ∞] of the scale S to F′∞ is continuous and

hence finite-valued.

As we have remarked in Definition 2.10 of [22], while the scale function S

depends on the normalization chosen for T (A), the quasicontinuity of S does
not. Notice also that when |∂e(T (A))| < ∞, the scale is necessarily quasicon-
tinuous. If A is the stabilization of a unital algebra and hence S(τ) = ∞ for all
τ ∈ T (A), then F∞ = ∂e(T (A)) and thus the scale is quasicontinuous if and only
if |∂e(T (A))| < ∞. Algebras with quasicontinuous scale have interesting regu-
larity properties. Among them, and essential for the main result of this paper is
the following theorem.

THEOREM 3.2 ([22], Theorem 6.6). Let A be a simple, σ-unital C∗-algebra with
quasicontinuous scale and with strict comparison of positive elements by traces. Then
strict comparison of positive element by traces holds inM(A).

Extending the work by Lin ([32], Theorem 2) on AF-algebras to simple, non-
unital, non-elementary C∗-algebras that are the stabilization of a unital algebra,
have strict comparison of positive elements by traces, and have a finite tracial
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extremal boundary, Rørdam ([55],Theorem 4.4) proved that their multiplier alge-
bras have only finitely many ideals (2m − 1 when m = |∂e(T (A))|). In a related
result, Kucerovsky and Perera proved ([27], Corollary 3.5) for the case of simple,
separable, non-unital, non-elementary C∗-algebras, with real rank zero, stable
rank one, strict comparison of positive elements by quasitraces, and quasicontin-
uous scale, that there are finitely many ideals inM(A).

The techniques in [22] permit us to extend these results to algebras with
quasicontinuous scale.

THEOREM 3.3. Let A be a simple, σ-unital, non-unital, C∗-algebra, with quasi-
continuous scale and strict comparison of positive elements by traces. For every B ∈
M(A)+ \ A, let T(B) := {τ ∈ F∞ : B ∈ Iτ} and I(B) be the ideal generated by B. If
T(B) 6= ∅, then I(B) =

⋂
τ∈T(B)

Iτ ; if T(B) = ∅, then I(B) =M(A).

To prove Theorem 3.3, we need the following theorem and two lemmas
obtained in [22]. For the convenience of the readers and ease of reference we
reproduce them here.

THEOREM 3.4 ([22], Theorem 4.2). Let B be a σ-unital C∗-algebra and let T ∈
M(B)+. Then for every ε > 0 there exist a bi-diagonal series

∞
∑
1

dk with each dk ∈ B+

and a selfadjoint element tε ∈ B with ‖tε‖ < ε such that T =
∞
∑
1

dk + tε. The elements

dk can be chosen in Ped(B).
For every approximate identity {en} of B with en+1en = en, we can choose dk and

tε that satisfy the above conditions and such that for every n ∈ N there is an N ∈ N for

which en
∞
∑
N

dk = 0.

For the next lemma, notice that in [22] we did set F(B) = co{τ ∈ F∞ : B 6∈
Iτ} and then T(B) = F∞ \ (F(B) ∩ ∂e(T (A))).

LEMMA 3.5 ([22], Lemma 5.1). Let A be a simple, σ-unital, non-unital, C∗-
algebra, with strict comparison of positive elements by traces, let ai, bi ∈ A+ be such

that
∞
∑

i=1
ai and

∞
∑

i=1
bi are two bi-diagonal series in M(A)+, let F be a closed face of

T (A), F′ be its complementary face (either F or F′ can be empty), and assume that
|F ∩ ∂e(T (A))| < ∞. Assume also that for some ε, δ, α > 0 we have:

(i)
( ∞

∑
i=1

bi − δ
)
+
6∈ A;

(ii) dτ

(( ∞
∑

i=m
bi − δ

)
+

)
= ∞ ∀ τ ∈ F, m ∈ N;

(iii) dτ

(( ∞
∑

i=1
ai − ε

)
+

)
+ α 6 dτ

(( ∞
∑

i=1
bi − δ

)
+

)
< ∞ ∀ τ ∈ F′;
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(iv) dτ

(( n
∑

i=m
bi − δ

)
+

)
→ dτ

(( ∞
∑

i=m
bi − δ

)
+

)
uniformly on F′, ∀m ∈ N;

(v) dτ

(( ∞
∑

i=n
ai − ε

)
+

)
→ 0 uniformly on F′.

Then
( ∞

∑
i=1

ai − 2ε
)
+
�
( ∞

∑
i=1

bi − δ′
)
+

for all δ′ with 0 < δ′ < δ.

LEMMA 3.6 ([22], Lemma 6.4). Let A be a simple, σ-unital, non-unital, C∗-
algebra, P ∈ M(A) be a projection, K ⊂ T (A) be a closed set such that P̂|K is con-

tinuous, and let
∞
∑

j=1
Aj be the strictly converging sum of elements Aj ∈ (PM(A)P)+.

Assume furthermore that there exists an increasing approximate identity {en}∞
n=1 for

(PAP)+ with en+1en = en for all n ∈ N such that for all m > 1, there exists N ∈ N
with em

∞
∑

j=N
Aj = 0. Then for every δ > 0,

(i) dτ

(( ∞
∑

j=n
Aj − δ

)
+

)
→ 0 uniformly on K;

(ii) dτ

(( n
∑

j=1
Aj − δ

)
+

)
→ dτ

(( ∞
∑

j=1
Aj − δ

)
+

)
uniformly on K.

The above two lemmas are based on the following result which we also will
need in our paper.

PROPOSITION 3.7 ([22], Proposition 4.4). Let B be a C∗-algebra, A =
∞
∑
1

An,

B =
∞
∑
1

Bn where An, Bn ∈ M(B)+, An Am = 0, BnBm = 0 for n 6= m and the two

series converge in the strict topology. If An � (Bn − δ)+ for some δ > 0 and for all n,
then A � (B− δ′)+ for all 0 < δ′ < δ.

The proof of Theorem 3.3, which is based on the above two lemmas, is in-
spired by the proof of Theorems 5.3 and 6.6 in [22].

Proof of Theorem 3.3. Assume that T := T(B) 6= ∅, i.e., B ∈ Iτ for some
τ ∈ F∞, leaving to the reader the similar (and simpler) case when T = ∅. Set

F = co{F∞ \ T}.
Then

(3.1) |F ∩ ∂e(T (A))| 6 |F∞| < ∞.

Being finite dimensional, the face F is closed and hence split, i.e., T (A) = F
·
+ F′

where F′ is the complementary face of F. Then

(3.2) F′ = co(T)
·
+ F′∞,

is also closed since F′∞ is closed by hypothesis and co(T) is closed because it
is finite dimensional. Since I(B) ⊂ ⋂{Iτ : τ ∈ T}, we need to prove that if
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A ∈ M(A)+ and A ∈ Iτ for all τ ∈ T, then A ∈ I(B). We can assume that

‖A‖ = ‖B‖ = 1 and by using Theorem 3.4, we reduce to the case that A =
∞
∑

k=1
ak

and B =
∞
∑

k=1
bk are bidiagonal series for an approximate identity {en}∞

n=1 and

for all m > 1, there exists N ∈ N with em
∞
∑

k=N
ak = 0 and em

∞
∑

k=N
bk = 0. Since

A decomposes into the sum of two diagonal series A =
∞
∑

k=1
a2k−1 +

∞
∑

k=1
a2k, to

simplify notations we can assume that A is diagonal. Choose δ > 0 such that

(3.3) (B− δ)+ 6∈ A and (B− 2δ)+ 6∈ Iτ ∀τ ∈ F∞ \ T.

Let ε > 0. Since (
A− ε

2

)
+
+
(

IM(A) −
(

A− ε

2

)
+

)
= IM(A),

̂(A− ε
2 )+ is complemented under the scale S and hence it is continuous on F′∞.

As it is continuous also on the finite dimensional face co(T), it follows that

̂(
A− ε

2

)
+
=

∞

∑
k=1

̂(
ak −

ε

2

)
+
∈ Aff(F′)++.

By Dini’s theorem, the series
∞
∑

k=1

̂(ak − ε
2 )+ converges uniformly on F′. Let

2α := min{dτ((B− δ)+) : τ ∈ T (A)}.

Choose N such that
∞
∑

k=N

̂(ak − ε
2 )+(τ) 6

ε
2 α for all τ ∈ F′. Then

dτ

( ∞

∑
k=N

ak − ε
)
+
=

∞

∑
k=N

dτ(ak − ε)+ 6
2
ε

∞

∑
k=N

τ
(

ak −
ε

2

)
+
6 α ∀ τ ∈ F′

and thus

(3.4) dτ

( ∞

∑
k=N

ak − ε
)
+
+ α 6 2α 6 dτ((B− δ)+) ∀τ ∈ F′.

Now we are in the position to verify that all the hypotheses (i)–(v) of Lem-

ma 3.5 are satisfied for the diagonal series AN =
∞
∑

k=N
ak, the bidiagonal series

B =
∞
∑

k=1
bk, the face F, and the scalars ε, δ, and α.

By (3.3), the hypothesis (i) of Lemma 3.5 holds and also (B− 2δ)+ 6∈ Iτ for
every τ ∈ F. Since by (1.10)

dτ

(( ∞

∑
k=1

bk − 2δ
)
+

)
6 dτ

(( m−1

∑
k=1

bk − δ
)
+

)
+ dτ

(( ∞

∑
k=m

bk − δ
)
+

)
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and since

dτ

(( m−1

∑
k=1

bk − δ
)
+

)
6

2
δ

τ
(( m−1

∑
k=1

bk −
δ

2

)
+

)
< ∞

as
m−1
∑

k=1
bk ∈ A, it follows that

(3.5) dτ

(( ∞

∑
k=m

bk − δ
)
+

)
= ∞ ∀τ ∈ F, m ∈ N

which establishes hypothesis (ii) of Lemma 3.5. Hypothesis (iii) was established

in (3.4). Since 1̂M(A) = S is by hypothesis continuous on F′∞ and since
∞
∑

k=N
ak con-

verge strictly, it follows from Lemma 3.6 that dτ

(( ∞
∑

k=m
ak − ε

)
+

)
→ 0 uniformly

on F′∞. By Lemma 3.2 of [22], dτ

(( ∞
∑

k=m
ak− ε

)
+

)
→ 0 for every trace τ ∈ T. Since

T is finite, dτ

(( ∞
∑

k=n
ak − ε

)
+

)
→ 0 uniformly also on co(T) and hence by (3.2)

the convergence is uniform also on F′.
By the same argument, for every m ∈ N, the strict convergence of( n

∑
k=m

bk − δ
)
+
→
( ∞

∑
k=m

bk − δ
)
+

implies the uniform convergence over F′ of

dτ

(( n

∑
k=m

bk − δ
)
+

)
→ dτ

(( ∞

∑
k=m

bk − δ
)
+

)
.

Thus conditions (v) and (iv) of Lemma 3.5 are also established. Therefore,( ∞

∑
k=N

ak − 2ε
)
+
�

∞

∑
k=1

bk

and hence
( ∞

∑
k=N

ak − 2ε
)
+
∈ I(B). Since

(A− 2ε)+ =
( ∞

∑
k=1

ak − 2ε
)
+
=
( N−1

∑
k=1

ak − 2ε
)
+
+
( ∞

∑
k=N

ak − 2ε
)
+

and
( N−1

∑
k=1

ak − 2ε
)
+
∈ A ⊂ I(B), it follows that (A − 2ε)+ ∈ I(B). As ε is

arbitrary, we conclude that A ∈ I(B).

As a consequence we obtain the following corollary.

COROLLARY 3.8. Let A be a simple, σ-unital, non-unital, non-elementary C∗-
algebra, with strict comparison of positive elements by traces, and with quasicontinuous
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scale, and let m := |F∞|. Then M(A) has precisely 2m − 1 proper ideals properly
containing A, each being an intersection of ideals Iτ for τ ∈ F∞.

Notice that if A = K then m = 1 but there are no proper ideals properly
containing A, thus for the exact count of the ideals inM(A) we need indeed to
assume that A is non-elementary.

4. PROJECTION SURJECTIVITY AND INJECTIVITY

We find it convenient to introduce the following terminology for properties
that have appeared in various forms in the study of multiplier algebras of C∗-
algebras.

DEFINITION 4.1. Let A be a simple, σ-unital, non-unital, C∗-algebra, with
non empty tracial simplex T (A).

(i) A is 1-projection surjective if for every f ∈ LAffσ(T (A))++ that is com-
plemented under S = 1̂M(A) (i.e., there is g ∈ LAffσ(T (A))++ t {0} such that
f + g = S) there is a projection P ∈ M(A) \ A such that f = P̂.

(ii) A is 1-projection injective if P ∼ Q whenever P, Q ∈ M(A) \ A are pro-
jections such that P̂ = Q̂.

(iii) A is n-projection surjective (respectively, n-projection injective) if the alge-
bra Mn(A) is 1-projection surjective (respectively, 1-projection injective).

(iv) A is projection surjective and injective if it is 1-projection surjective and
2-projection injective.

Notice that K is obviously not 1-projection surjective, thus whenever we
assume 1-projection surjectivity it is redundant to require that the algebra be non-
elementary. We start with some simple relations between n-projection surjectivity
and m-projection injectivity for various m and n.

LEMMA 4.2. Let A be simple, σ-unital, non-unital C∗-algebra, with nonempty
and metrizable tracial simplex T (A).

(i) If A is n-projection surjective for some n ∈ N, then it is kn-projection surjective
for every k ∈ N and A⊗K is 1-projection surjective.

(ii) If A is n-projection injective (respectively, A⊗K is 1-projection injective), then
it is k-projection injective for every k < n (respectively, every k ∈ N).

(iii) Let A be n-projection surjective (respectively, A⊗K is 1-projection surjective).
If A is 2n-projection injective (respectively, A⊗K is 1-projection injective), then A is
1-projection surjective.

(iv) If A⊗K is 1-projection injective and surjective, then A is n-projection injective
and surjective for every n.
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Proof. (i) Assume thatA is n-projection surjective, let k ∈ N, and let f + g =

knS for some f ∈ LAff(T (A))++ and g ∈ LAff(T (A))++ t {0}. Then f
k is com-

plemented under nS and hence there is a projection P ∈ M(Mn(A)) \Mn(A) =

Mn(M(A)) \Mn(A) such that P̂ = f
k . Then Q :=

k⊕
j=1

P ∈ Mkn(M(A)) \Mkn(A)

and Q̂ = kP̂ = f . Thus A is kn-projection surjective. We prove now that A⊗K
is 1-projection surjective. Let f ∈ LAff(T (A))++. By the metrizability of T (A)
and Proposition 2.1, f =

∞
∑

j=1
f j with f j ∈ Aff(T (A))++. For every j, choose

nj >
max f j
minS and nj divisible by n. Then f j < njS and since f j is continuous, f j is

complemented under njS. By the first part of the proof, A is nj-projection sur-
jective, hence there is a projection Pj ∈ M(Mnj(A)) \Mnj(A) such that P̂j = f j.
Construct a strictly converging series of mutually orthogonal projections P̃j in

M(A⊗K) such that P̃j ∼ Pj and the series P =
∞
∑

j=1
P̃j converges strictly. Then

P 6∈ A ⊗K and

P̂ =
∞

∑
j=1

̂̃Pj =
∞

∑
j=1

P̂j =
∞

∑
j=1

f j = f .

(ii) Assume that A is n-projection injective, let k 6 n and let P, Q be pro-
jections inM(Mk(A)) \ Mk(A) with P̂ = Q̂. Then P⊕ 0, Q⊕ 0 are projections
belonging toM(Mn(A)) \Mn(A) and P̂⊕ 0 = Q̂⊕ 0. Then P⊕ 0 ∼ Q⊕ 0 and
hence P ∼ Q.

(iii) Assume thatA is n-projection surjective and 2n-projection injective and
let f ∈ LAff(T (A))++ and g ∈ LAff(T (A))++ t {0} such that f + g = S. Then
f + (n− 1) f + ng = nS, i.e., f is complemented under nS and so is g. Thus there
are projections P, Q ∈ Mn(M(A)) with P̂ = f and Q̂ = g. Hence there are
mutually orthogonal projection P′, Q′ ∈ M2n(M(A)) with P′ ∼ P, Q′ ∼ Q. But
then

P̂′ ⊕Q′ = P̂ + Q̂ = f + g = S = 1̂M(A).

Since M2n(A) is 1-projection injective by hypothesis, P′ + Q′ ∼ 1M(A). Thus we
can choose P′, Q′ with P′ + Q′ = 1M(A) and hence P′, Q′ ∈ M(A). In particular,
P̂′ = f .

The case when A⊗K is 1-projection surjective and 1-projection injective is
similar and is left to the reader.

(iv) Follows immediately from (ii) and (iii).

In all cases where we could determine projection surjectivity and injectivity,
the property holds for every n. Does 1-projection injectivity imply 2-projection in-
jectivity and hence n-projection injectivity for every n? The answer is affirmative
in the case when the algebra has real rank zero.
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LEMMA 4.3. Let A be a simple σ-unital, non-unital, non-elementary C∗-algebra
of real rank zero and let P ∈ M2(M(A)) be a projection. Then P ∼ P′′ ⊕ P′′ for some
projection P′′ ∈ M(A).

Proof. Let {en} be an increasing approximate identity for A consisting of
projections and set e0 = 0. Then {en ⊕ en} is an increasing approximate identity
of projections for M2(A). By Theorem 4.1 of [62], and passing if necessary to
a subsequence of {en}, we can find projections pn 6 (en − en−1) ⊕ (en − en−1)

such that P ∼
∞
∑

n=1
pn and the series converges in the strict operator topology. By

Theorem 3.3 of [62], we can further assume that for all n,

pn =

(
sn 0
0 sn + rn

)
for some projections in A, sn, rn 6 en − en−1. By a slight adjustment of the proof,
we can also assume that rn 6= 0 for all n. By Theorem 1.1 of [63] we can approx-
imately halve r1, that is decompose it into the sum of three mutually orthogonal
projections r1 = t1 + t′1 + q′2 where t1 ∼ t′1 and q′2 ∼ q2 � r2. Then since(

0 0
0 t′1

)
∼
(

t1 0
0 0

)
and both are orthogonal to

(
s1 0
0 s1 + t1

)
, it follows that(

s1 0
0 s1 + t1 + t′1

)
∼
(

s1 + t1 0
0 s1 + t1

)
.

Similarly,(
0 0
0 q′2

)
∼
(

0 0
0 q2

)
∼
(

q2 0
0 0

)
and

p1 =

(
s1 0
0 s1 + t1 + t′1 + q′2

)
∼ p̃1 :=

(
s1 + t1 0

0 s1 + t1

)
+

(
q2 0
0 0

)
.

Next, approximately halve r2− q2 = t2 + t′2 + q′3 with t2 ∼ t′2 and q′3 ∼ q3 �
r3. Then reasoning as above,

p2 =

(
s2 0
0 s2 + t2 + q2 + t′2 + q′3

)
∼ p′2 :=

(
s2 + t2 0

0 s2 + t2 + q2

)
+

(
q3 0
0 0

)
.

Since p1 p2 = 0 and p′1 p′2 = 0, it follows that p1 + p2 ∼ p′1 + p′2, namely

p1 + p2 ∼
(

s1 + t1 0
0 s1 + t1

)
+

(
s2 + t2 + q2 0

0 s2 + t2 + q2

)
+

(
q3 0
0 0

)
.

Iterating, we find a sequence of mutually orthogonal projections

sn, tn, qn 6 en − en−1
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such that for every n

pn ∼ p′n :=
(

sn + tn 0
0 sn + tn + qn

)
+

(
qn+1 0

0 0

)
.

Since p′n 6 en+1 − en−1, the series P′ :=
∞
∑

n=1
p′n converges strictly. Choose partial

isometries vn ∈ M2(A) such that pn = v∗nvn and p′n = vnv∗n. Then the series

V :=
∞
∑

n=1
p′nvn pn also converges strictly to the partial isometry V ∈ M2(M(A)).

Then P = V∗V, P′ = VV∗, and hence P ∼ P′ within M2(M(A)). Setting q1 := 0
we have for every k that

k

∑
n=1

p′n =
k

∑
n=1

(
sn + tn + qn 0

0 sn + tn + qn

)
+

(
qk+1 0

0 0

)
and hence

P′ =
∞

∑
n=1

(
sn + tn + qn 0

0 sn + tn + qn

)
.

Let

P′′ =
∞

∑
n=1

sn + tn + qn,

then P′′ ∈ M(A) is a projection and P′ = P′′⊕ P′′, which completes the proof.

PROPOSITION 4.4. Let A be a simple, separable, non-unital, non-elementary C∗-
algebra of real rank zero . Then ifA is 1-projection injective it is also n-projection injective
for all n > 1.

Proof. In view of Lemma 4.2, it is sufficient to prove the statement for n = 2.
Assume that P, Q are projections inM(M2(A)) and that P̂ = Q̂. By Lemma 4.3,

P ∼ P′′ ⊕ P′′, Q ∼ Q′′ ⊕Q′′

for some projections P′′ and Q′′ inM(A). Hence P̂′′ = Q̂′′ and hence P′′ ∼ Q′′

whence P ∼ Q.

We proceed now to ascertain projection surjectivity and injectivity for some
important classes of simple, σ-unital, non-unital, non-elementary C∗-algebras.

We start with the case of real rank zero algebras with stable rank one which
was long well-known ([13], [19], [35], [36], [40], [60]). A nice exposition can be
found in Theorem 3.9 of [48].

THEOREM 4.5. Let A be a simple, σ-unital, non-unital, non-elementary C∗-alge-
bra, with real rank zero, stable rank one, and such that A has strict comparison of pos-
itive element by traces. Then A is n-projection surjective and n-projection injective for
every n.
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Proof. The hypotheses in Theorem 3.9 of [48] on the C∗-algebra A are that
A is simple, σ-unital, non-unital, non-elementary, has real rank zero, stable rank
one, and that the monoid V(A) of equivalent classes of projections in M∞(A) is
strictly unperforated.

The latter hypothesis is equivalent to the condition that A has strict com-
parison of positive elements by 2-quasitraces (see Lemma 3.5, Corollary 3.10 and
its proof in [47]). Obviously, strict comparison of positive elements by traces im-
plies strict comparison by quasitraces, so the hypotheses of Theorem 3.9 in [48]
are satisfied. The thesis of Theorem 3.9 in [48] is expressed in terms of a monoid
isomorphism of V(M(A)) which implies n-projection surjectivity and injectivity
of A for every n.

The condition that A has real rank zero can be dropped in the case when A
is separable.

THEOREM 4.6 ([42], Proposition 4.2). Let A be a simple, non-unital, separa-
ble C∗-algebra, with stable rank one, and with strict comparison of positive elements by
traces. Then A is 1-projection injective.

Proposition 4.2 of [42] assumes the algebra to be stable, but an examination
of its proof shows that stability is not necessary. Next we consider projection
surjectivity.

THEOREM 4.7 ([42], Corollary 4.6). LetA be a simple, separable C∗-algebra with
non empty tracial simplex T (A) such that

(•) for every bounded function f ∈ LAff(T (A))++ there exists an a ∈ (A⊗K)+
which is not Cuntz equivalent to a projection and such that [̂a] = f .

Then A⊗K is 1-projection surjective.

The property (•) in the above theorem plays an important role in the study
of Cuntz semigroups and is succinctly formulated in [7] as the surjectivity of
the map ι : W(A)+ 7→ LAffb(T (A))++ where W(A)+ is the sub-semigroup
of equivalence classes of elements of M∞(A)+ not equivalent to projections and
ι[a](τ) = dτ(a) for all a ∈ M∞(A)+ and τ ∈ T (A).

The property (•) was first shown to hold for C∗-algebras that are simple,
unital, separable and are either exact, stably finite, and Z-stable ([7], Theorem 5.5)
or are infinite-dimensional AH-algebras of stable rank one with strict comparison
of positive elements ([7], Theorem 5.3).

Condition (•) is also satisfied by some stably projectionless algebras, e.g.,
the monotracial Razak algebra (see for example [54]).

The Z-stability condition in Theorem 5.5 of [7] was recently replaced by the
weaker condition of having stable rank one.

THEOREM 4.8 ([57], Theorem 8.11). Let A be a simple, separable, unital, non-
elementary C∗-algebra with stable rank one. Then for every f ∈ LAff(QT (A))++ there
exists x ∈ A⊗K+ such that dτ(x) = f (τ) for all τ ∈ QT(A).
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HereQT(A) denotes the Choquet simplex of 2-quasitraces ofA, which con-
tains T (A) as a face. Notice that the hypothesis can be reformulated by askingA
to be stable and to contain a non-zero projection.

The statement of this theorem does not state explicitly that x can be chosen
to be not equivalent to a projection. It is easy to see that this can be done when A
has real rank zero.

PROPOSITION 4.9. Let A be a simple, real rank zero C∗-algebra with non-empty
tracial simplex T (A). Then for every projection q ∈ A+ there exists a ∈ A+ such that
a 6 q, a is not equivalent to a projection, and [̂a] = q̂.

Proof. We can assume that A is nonelementary, as the elementary case is
trivial. By Theorem 1.1 of [63], we can decompose q into a sum of projections
q = q1 + q′1 with 0 6= q′1 � q1 and hence with q̂′1 6 1

2 q̂. Then decompose similarly
q′1 = q2 + q′2 with 0 6= q̂′2 6 1

22 q̂. Iterating the process, we find an infinite sequence
of mutually orthogonal projections qn 6 q such that

q−
m

∑
n=1

qn = q′m and q̂′m 6
1

2m q̂.

Since q̂ is continuous, it follows that q̂ =
∞
∑

n=1
q̂n. Then a :=

∞
∑

n=1

1
n qn ∈ A+, a 6

q, [̂a] = q̂ and a is not equivalent to a projection because 0 is an accumulation
point in the spectrum of a.

The same result holds also for (stable, separable) algebras that do not have
real rank zero due to the work [4], presented in Proposition 2.9 of [57], that states
that for a countably based, simple, stably finite, non-elementary Cuntz semigroup
S satisfying axioms (O5) and (O6) (and hence for the concrete Cuntz semigroup
of the stable C∗-algebra A considered) for every [a] ∈ S there is [x] ∈ S, [x] 6 [a]
and [x] soft (and hence x is not equivalent to a projection) such that τ(x) = τ(a)
holds for all 2-quasitraces and hence a fortiori for all traces τ. We summarize this
result for our setting.

PROPOSITION 4.10. LetA be a simple, separable, non-elementary, stable C∗-alge-
bra with non-empty tracial simplex T (A). Then for every x ∈ A+ there exists a ∈ A+

such that a � x, a is not equivalent to a projection, and [̂a] = [̂x].

Combining Theorem 4.8, Proposition 4.10, and Theorem 4.7 we obtain the
following corollary.

COROLLARY 4.11. Let A be a simple, separable, unital, non-elementary C∗-alge-
bra with stable rank one. Then A⊗K is 1-projection surjective. If furthermore A⊗K
has strict comparison of positive elements by traces, then A ⊗ K is also 1-projection
injective.
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Thus the class of C∗-algebras A with both projection injectivity and projec-
tion surjectivity for A⊗K includes among others:

(i) The Jiang–Su algebra Z and more generally, all simple, unital, separable,
exact, stably finite Z-stable C∗-algebras. (The proof of strict comparison and sta-
ble rank one is found in [56].)

We note that this is a large class and includes all simple unital finite nuclear
C∗-algebras that have recently been classified in the Elliott program (Z-stability
is an axiom) (see, e.g., [17] and the references therein).

Special cases (all from the Elliott program) include important and interest-
ing C∗-algebras like irrational rotation algebras, simple C∗-algebras coming from
Cantor minimal systems, and crossed products of the form C(X)×α Z , where X
is a compact metric space with finite topological dimension, and α : X → X is a
minimal homeomorphism. For all of the above algebras, the proof of simplicity
can be found in [10]. A proof that the above minimal crossed products (including
from minimal Cantor systems) are Z-stable can be found in [16]. That the irra-
tional rotation algebra has stable rank one is proven in [51]. That the irrational
rotation algebras have strict comparison can be found in [3].

(ii) The reduced C∗-algebra of the free group on infinitely many generators
C∗r (F∞). That this C∗-algebra is simple can be found in [50]. That it has stable
rank one can be found in [11]. A proof of strict comparison can be found in [53].

(iii) The monotracial Razak algebra (stably projectionless). The relevant prop-
erties are proven in [52].

Notice that all the C∗-algebras listed above also have strict comparison of
positive elements (by traces). We will prove that under the additional hypothesis
of separability and stability, strict comparison is indeed necessary for projection
surjectivity and injectivity. We need first a simple consequence of the definition
of projection surjectivity and injectivity and of the argument in the proof of Lem-
ma 4.2(iii) that will be useful throughout the rest of the paper.

LEMMA 4.12. Let A be a simple, σ-unital, non-unital, non-elementary, C∗-alge-
bra, and let P, Q be projections inM(A).

(i) If P � Q then P̂ is complemented under Q̂.
Assume now that A is projection surjective and injective and that Q 6∈ A.

(ii) If f + g = Q̂ for some f , g ∈ LAffσ(T (A))++, then there is a decomposition of
Q = P1 + P2 into projections P1, P2 6∈ A with P̂1 = f and P̂2 = g.

(iii) If P̂ is complemented under Q̂, then P � Q.

Proof. (i) There is a projection P′ ∈ M(A) with P ∼ P′ 6 Q and hence
P̂ = P̂′. Let P′′ = Q− P′, then Q̂ = P̂ + P̂′′ and since P̂′′ is either 0 (if P′′ = 0) or
strictly positive (if P′′ 6= 0), it follows that P̂ is complemented under Q̂.

(ii) Since f + g+ ̂(1M(A) −Q) = 1̂M(A) = S both f and g are complemented
under S. Thus there are projections R1, R2 6∈ A such that R̂1 = f and R̂2 = g.
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Then R̂1 ⊕ R2 = g + f = Q̂. Since neither R1 ⊕ R2 ∈ M2(A) nor Q⊕ 0 ∈ M2(A),
by 2-projection injectivity, R1 ⊕ R2 ∼ Q ⊕ 0 and hence Q = P1 + P2 for some
mutually orthogonal projections P1 ∼ R1 and P2 ∼ R2. Thus P̂1 = f and P̂2 = g.

(iii) Let g ∈ LAffσ(T (A))++ be such that P̂ + g = Q̂. Reasoning as in the
proof of (ii), there is a projection R2 ∈ M(A) \ A such that P̂⊕ R2 = Q̂. Since
neither P⊕R2 not Q are inA, it follows that P⊕R2 ∼ Q⊕ 0 and hence P ≺ Q.

Next, we list the following facts that are routine, but for completeness we
add a short proof.

LEMMA 4.13. Let B be a C∗-algebra.
(i) Let T ∈ M(B)+, Tn ∈ M(B)+ such that Tn → T strictly. If a ∈ B+ and

a � T, then for every ε > 0 there is an n such that (a− ε)+ � Tn.
(i) Let Q ∈ M(B) be a projection and assume that QBQ has a strictly positive

element b. If a ∈ B+ and a � Q, then a � b.

Proof. (i) Choose an X ∈ M(B) such that ‖a− XTX∗‖ < ε
3 , an e ∈ B+ with

‖e‖ = 1 such that ‖a− eae‖ < ε
3 , and an integer n such that ‖eX(T−Tn)X∗e‖ < ε

3 .
Then ‖a− eXTnX∗e‖ < ε and hence

(a− ε)+ � eXTnX∗e � Tn.

(ii) Let ε > 0. Since b1/n converges strictly to Q, by (i) there is an integer n
such that (a− ε)+ � b1/n ∼ b. Since ε is arbitrary, then a � b.

We need also a standard application of Kasparov’s absorption theorem
which has appeared in many places over the years (e.g., [28], [42]). The precise
form of the argument that we require can be found in Lemma 4.3 and in the proof
of Proposition 4.4 in [42].

LEMMA 4.14. Let A be a simple, stable, separable C∗-algebra and let a ∈ A+.
Then there is a′ ∈ A+ with a ∼ a′ and with its range projection Ra′ ∈ A∗∗ belonging to
M(A). Furthermore, Ra′ ∈ A if and only if a is equivalent to a projection.

Proof. By Kasparov’s absorption theorem and Lemma 4.3 of [42], there is a
projection P ∈ M(A) such that the Hilbert modules aA and PA are isomorphic,
i.e., there there is a unitary Φ : aA 7→ PA. If b is a strictly positive element in
A, then a′ := PbP is a strictly positive element in PAP and Ra′ = P. Moreover,
PA = a′A. Then by a standard argument (see for example Proposition 4.3 of
[45], see also [9], [41]), a ∼ a′. If P ∈ A, then a′ ∼ P and hence a is equivalent
to a projection. Conversely, if a equivalent to a projection P, then we can choose
a′ = P.

THEOREM 4.15. Let A be a simple, stable, separable, C∗-algebra with projection
surjectivity and injectivity. Then A has strict comparison of positive elements by traces.
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Notice that by our definition, projection surjectivity or injectivity implies
that A has non-empty tracial simplex and, clearly, projection surjectivity implies
that A is non-elementary.

Proof. Let a, b ∈ A+ and assume that dτ(a) < dτ(b) for every τ ∈ T (A)
such that dτ(b) < ∞. Assume without loss of generality that ‖a‖ 6 1. By
Lemma 4.14 we can assume that Ra ∈ M(A). For the first step of the proof,
we construct for every ε > 0 a projection P ∈ Icont \ A, such that (a− ε)+ � P
and P̂ < [̂b].

Consider first the case when Ra 6∈ A, namely when a is not equivalent
to a projection. Since R̂a ∈ LAffσ(T (A))++, by Proposition 2.1(i) we can de-

compose R̂a into the pointwise converging sum R̂a =
∞
∑

n=1
fn of functions fn ∈

Aff(T (A))++. By projection surjectivity, we can find projections R′′n ∈ M(A) \A
such that R̂′′n = fn for every n. Since A is stable, we can find mutually or-

thogonal projections R′n ∼ R′′n such that R′ =
∞
∑

n=1
R′n converges strictly. As

R̂′ =
∞
∑

n=1
fn = R̂a, by projection injectivity we have Ra ∼ R′. This provides a

strictly converging decomposition of Ra =
∞
∑

n=1
Rn into projections Rn ∈ Icont \ A.

Let ε > 0. Then by Lemma 4.13, there is an n such that

(a− ε)+ � P :=
n

∑
k=1

Rk.

Thus P ∈ Icont \ A, and P̂ < R̂a = [̂a] 6 [̂b].
Next consider the case when Ra ∈ A. Then [̂a] = R̂a is continuous, hence

[̂b]− R̂a ∈ LAff(T (A))++ and S− R̂a ∈ LAff(T (A))++.

Let 0 < α < min([̂b]− R̂a). Then also S− R̂a− α ∈ LAff(T (A))++, hence the con-
stant function α is complemented under S− R̂a = ̂1M(A) − Ra. By Lemma 4.12,
there is a projection Po ∈ M(A) \ A with Po 6 IM(A) − Ra and P̂o = α. Let

P = Ra + Po. Then P ∈ Icont \ A, (a− ε)+ 6 a 6 Ra 6 P and P̂ < [̂b].
For the second step of the proof, by Proposition 2.9 of [57], there is c′ ∈ A+,

c′ � b, with [̂c′] = [̂b] and c′ not equivalent to a projection. Again by Lemma 4.14,
there is a c ∈ A+ with c ∼ c′ and such that Rc ∈ M(A) \ A. Since P̂ < R̂c = [̂b]
and P̂ is continuous, it follows that P � Rc (see Corollary 5.4 below). As c is
strictly positive in RcARc, it follows by Lemma 4.13 that (a− 2ε)+ � c � b. As ε
is arbitrary, it follows that a � b.

If A is just σ-unital and/or if A is not stable, we cannot invoke Proposi-
tion 4.10. However, if A has real rank zero, we can still prove strict comparison
for A.
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PROPOSITION 4.16. Let A be a simple, σ-unital, non-unital C∗-algebra with real
rank zero and with projection surjectivity and injectivity. Then A has strict comparison
of positive elements by traces.

Proof. It is well-known (e.g., see Corollary 3.10 of [47] and its proof) that it
suffices to prove that A has strict comparison of projections by traces. Let p, q be
projections in A, and assume that p̂(τ) < q̂(τ) for all τ ∈ T (A). Since p̂ and q̂
are continuous, q̂− p̂ is continuous and S− p̂ is lower semicontinuous. Choose

0 < α < min{q̂(τ)− p̂(τ) : τ ∈ T (A)}.

Then the constant function α is complemented under S − p̂ = ̂1M(A) − p. By
Lemma 4.12, there is a Po ∈ M(A) \ A orthogonal to p and such that P̂o = α.
Thus P := p + Po ∈ M(A) \ A, P̂ is continuous, and P̂(τ) < min{q(τ) : τ ∈
T (A)}.

Reasoning as in the proof of Proposition 4.9 we can find a sequence of mu-

tually orthogonal nonzero projections qn 6 q such that q̂ =
∞
∑

n=1
q̂n. By Dini’s

theorem the convergence is uniform, so there is N such that
N
∑

n=1
q̂n > P̂. To sim-

plify notations, assume that N = 1. Now choose an approximate identity {en}
of A consisting of projections and such that e1 = q1. Since A is simple and of
real rank zero, we can find for every n > 2 projections 0 6= q′n 6 en − en−1 and

q′n ∼ q′′n 6 qn. Set q′1 := q1 and Q′ :=
∞
∑

n=1
q′n. Since the series converges strictly,

Q′ ∈ M(A) \ A and

Q̂′ > q̂1 > P̂.

P̂ being continuous, it is complemented under Q̂′. By Lemma 4.12, P � Q′ and
hence p � Q′. By Lemma 4.13, there is a n such that we have the following which
completes the proof:

p ∼
(

p− 1
2

)
+
�

n

∑
k=1

q′k ∼
n

∑
k=1

q′′k 6
n

∑
k=1

qk 6 q.

5. PROJECTION SURJECTIVITY AND INJECTIVITY AND IDEALS INM(A)

As this section will illustrate, assuming that a C∗-algebra is projection sur-
jective and injective greatly facilitates the study of the ideal structure of its multi-
plier algebra.

PROPOSITION 5.1. Let A be a simple, σ-unital, non-unital C∗-algebra, which is
projection surjective and injective and let P ∈ M(A) \A be a projection. Then for every
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n ∈ N there are mutually orthogonal projections P1 ∼ P2 ∼ · · · ∼ Pn inM(A) such

that P =
n
∑

j=1
Pj.

Proof. Since P̂ = 1
n P̂ + n−1

n P̂ and both functions are in LAffσ(T (A))++, by
Lemma 4.12 there are two mutually orthogonal projections P1 and P′1 not in A
such that P = P1 + P′1, P̂1 = 1

n P̂, and P̂′1 = n−1
n P̂. By the same reasoning, P′1 is

the sum of two orthogonal projections P′1 = P2 + P′2 not in A such that P2 ∼ P1

and P̂′2 = n−2
n P̂. After n − 1 steps we get a decomposition of P into mutually

orthogonal projections not in A,

P = P1 + · · ·+ Pn−1 + Pn with P1 ∼ P2 ∼ · · · ∼ Pn−1 and with P̂n =
1
n

P̂.

Then Pn ∼ P1 by projection injectivity, which completes the proof.

Compare this result with the case when A has real rank zero where it was
shown in [63] that projections inM(A) \ A are divisible by 2m. Notice that as a
consequence, for every n,M(A) ' Mn(M(B)) for some hereditary subalgebra
B ⊂ A.

COROLLARY 5.2. Let A be a simple, σ-unital, non-unital C∗-algebra, which is
n-projection surjective and injective for all n and let [P] ∈ V(M(A)) \ V(A). Then

there is an n ∈ N such that [P] =
n
∑

j=1
[Pj] for some projections Pj ∈ M(A) \ A.

Proof. Since P ∈ Mn(M(A)) =M(Mn(A)) for some n ∈ N, and P 6∈ V(A)
and hence in particular, P 6∈ Mn(A), by Proposition 5.1, P =

n
∑

j=1
Pj with Pj ∼

P1 ∈ Mn(M(A)). Then P̂ is complemented under nS, i.e., there is a function
f ∈ LAffσ(T (A))++ t {0} such that P̂ + f = nS. But then P̂1 +

f
n = S and hence

by Lemma 4.12, P̂1 = P̂′1 for some projection P′1 ∈ M(A) \ A. By n-projection
injectivity, P1 ∼ P′1 and hence the conclusion follows.

Another simple consequence of Lemma 4.12 is the following proposition.

PROPOSITION 5.3. Let A be a simple, σ-unital, non-unital, C∗-algebra, which is
projection surjective and injective, and let P and Q be projections inM(A) with Q 6∈ A.
Then the following conditions are equivalent:

(i) P ∈ I(Q) (the principal ideal generated by Q);
(ii) P̂ + f = mQ̂ for some m ∈ N and some f ∈ LAffσ(T (A))++ t {0}.

Proof. Assume that (i) holds, then for some m ∈ N, by Lemma 1.4,

P �
m⊕

k=1

Q ∈ Mm(M(A)) =M(Mm(A)).
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Hence by Lemma 4.12(i), there is an f ∈ LAffσ(T (A))++ t {0} such that

P̂ + f =
m̂⊕

k=1

Q = mQ̂.

Assume that (ii) holds, then by Proposition 5.1 we can decompose P into the

sum of m mutually orthogonal and equivalent projections, P =
m
∑

k=1
Pk and hence

P̂k = 1
m P̂ for every k. Then P̂k +

1
m f = Q̂. By Lemma 4.12(ii), Pk � Q and hence

Pk ∈ I(Q) for every k, whence P ∈ I(Q).

In the case when A is simple, σ-unital, non-unital, non-elementary, and has
strict comparison of positive elements by traces, we proved in Theorem 6.4 of [23]
that strict comparison of positive elements holds for Icont. The proof depended
on the technique developed in [22] and used in the present paper in Theorem 3.3.
As the following corollary illustrates, in the presence of projection surjectivity
and injectivity, strict comparison of projections for Icont can be obtained with a
considerably simpler proof and without requiring explicitly strict comparison for
the underlying algebra A (which however holds automatically by Theorem 4.15
if we further assume that A is separable and stable).

COROLLARY 5.4. Let A be a simple, σ-unital, non-unital, C∗-algebra, which is
projection surjective and injective, and let P ∈ Icont and Q ∈ M(A) \ A be projections.

(i) If P̂(τ) < Q̂(τ) for all τ, then P � Q.
(ii) If P 6∈ A and Q ∈ Icont, then I(P) = I(Q).

Proof. (i) Since P̂ ∈ Aff(T (A))++ by (1.14), it follows that f := Q̂ − P̂ ∈
LAff(T (A))++, and hence P̂ is complemented (by f ) under Q̂. Thus P � Q by
Lemma 4.12(iii).

(ii) Since also Q̂∈Aff(T (A))++ we can choose n such that max P̂<n min Q̂.
By Proposition 5.1, decompose P into the sum of n mutually orthogonal equiv-

alent projections, P =
n
∑

k=1
Pk, with P̂k = 1

n P̂. Every P̂k is continuous, hence

Pk ∈ Icont. By (i), Pk � Q for every k, hence Pk ∈ I(Q) and thus P ∈ I(Q).
Interchanging the role of P and Q, we conclude that I(P) = I(Q).

In Theorem 6.6 of [22] we proved that if A is simple, σ-unital, has quasi-
continuous scale, and has strict comparison of positive elements, thenM(A) has
strict comparison of positive elements (see Definition 1.3) (see also [21] for the real
rank zero case). In the presence of projection surjectivity and injectivity, Corol-
lary 5.5 here below will show that strict comparison of projections forM(A) can
be obtained much more easily and without requiring explicitly strict comparison
for the underlying algebraA. We will use the notation introduced in Theorem 3.3
for a projection P ∈ M(A):

T(P) = {τ ∈ F∞ : τ(P) < ∞}.
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COROLLARY 5.5. Let A be a simple, σ-unital, non-unital, C∗-algebra, which is
projection surjective and injective and has quasicontinuous scale, and let P, Q ∈ M(A)
be projections with Q 6∈ A.

(i) If P̂(τ) < Q̂(τ) for all τ such that Q̂(τ) < ∞, then P � Q.
(ii) If P 6∈ A and T(P) = T(Q), then I(P) = I(Q).

Proof. (i) Set T := T(Q) and F := co(F∞ \ T). We will assume that T 6= ∅
and F 6= ∅, as the case when one of the two sets is empty is similar but simpler
and will be left to the reader. The face F is finite dimensional, and thus closed (and

hence split) by (2.1). Its complementary face F′ itself splits as F′ = co(T)
·
+ F′∞.

As F′ is the direct sum of the finite dimensional and hence closed face co(T) and
the face F′∞ which is closed by hypothesis, it is also closed. Since Q̂ + Î −Q = S,
P̂ + Î − P = S and S is continuous on F′∞, by Lemma 2.3, Q̂ and P̂ are continuous
on F′∞. Both functions are also continuous on co(T) since P̂(τ) < Q̂(τ) < ∞ for
every τ ∈ T and T is finite. Thus Q̂− P̂ ∈ Aff(F′)++. Then by Lemma 2.4(iii),

f := Q̂|F
·
+ (Q̂− P̂)|F′ ∈ LAff(T (A))++.

Since

P̂(τ) + f (τ) =

{
P̂(τ) + Q̂(τ) = ∞ τ ∈ F,
Q̂(τ) τ ∈ F′,

= Q̂(τ),

P̂ is complemented under Q̂ and hence P � Q by Lemma 4.12.
(ii) By the first part of the proof, both Q̂ and P̂ are continuous on the closed

face F′. Thus we can find n such that

max
τ∈F′

( 1
n

P̂(τ)
)
< min

τ∈F′
Q̂(τ).

Reasoning as in the proof of Corollary 5.4(ii), P =
n
∑

k=1
Pk and P̂k(τ) < Q̂(τ) for

τ ∈ F′, i.e., for all τ such that Q̂(τ) < ∞. By part (i), Pk � Q and hence P ∈ I(Q).
Interchanging the role of P and Q, we conclude that I(P) = I(Q).

COROLLARY 5.6. LetA be a simple, σ-unital, non-unital, C∗-algebra with quasi-
continuous scale, and metrizable tracial simplex T (A), and which is n-projection surjec-
tive and n-projection injective for every integer n. Let H be an order ideal of V(M(A))
not contained in V(A). Let

S := {τ ∈ F∞ : ∃[P] ∈ H such that τ(P) = ∞}.

Then H = {[Q] ∈ V(M(A)) : τ(Q) < ∞ for all τ ∈ F∞ \ S}. In particular,
V(M(A)) has only finitely many order ideals.

Proof. By definition, H ⊂ {[Q] ∈ V(M(A)) : τ(Q) < ∞ for all τ ∈ F∞ \ S}.
To prove the opposite inclusion, for every τ ∈ S, choose [Pτ ] ∈ H such that
τ(Pτ) = ∞. Let P :=

⊕
τ∈S

Pτ . Since S ⊂ F∞ is finite it follows that [P] ∈ H and
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that τ(P) = ∞ for all τ ∈ S. Since P ∈ Mk(M(A)) for some k, it is comple-
mented under kS and reasoning as in the proof of Corollary 5.5, it is continuous

on co(S)′ = co(F∞ \ S)
·
+ F′∞. Let [Q] ∈ V(M(A)) be such τ(Q) < ∞ for all

τ ∈ F∞ \ S. By the same reasoning as for P̂, Q̂ is continuous on co(S)′. By Lem-
ma 2.5(iii), Q̂ is complemented under mP̂ for some integer m. By the assumption
of n-projection surjectivity and injectivity for every n and by Lemma 4.12, it fol-
lows that [Q] 6 m[P] and hence [Q] ∈ H.

As a further consequence of projection surjectivity and injectivity we obtain
the maximality for the ideals Iτ when τ ∈ F∞ = {τ ∈ ∂e(T (A)) : S(τ) = ∞}.
Maximality for Iτ was obtained for the stable case by Rørdam ([55], Theorem 4.4)
for A⊗K, A unital, with strict comparison of positive elements by traces and fi-
nite extremal boundary. The same result was also obtained by Perera in the proof
of Theorem 6.6 of [48] for quasitraces and σ-unital, non-unital, non-elementary
C∗-algebras with real rank zero, stable rank one, and weakly unperforated K0
group. These results generalized earlier work by [12], [30].

THEOREM 5.7. Let A be a simple, separable, non-unital, C∗-algebra, such that
A⊗K is projection surjective and injective and let τo ∈ F∞.

(i) The ideal Iτo of M(A) is generated by any projection P 6∈ A such that P̂(τ) :{
< ∞ τ = τo,
= S

2 τ ∈ {τo}′.
Such projections exist.

(ii) Iτo is a maximal ideal.

Proof. We first prove both these statements under the additional hypothesis
that A is stable, in which case S(τ) = ∞ for all τ ∈ T (A) and F∞ = ∂e(T (A)).
Notice that by separability of A, LAffσ(T (A))++ = LAff(T (A))++ by Proposi-
tion 2.1(i) and every function in LAff(T (A))++ is complemented under S.

(i) Let g := 1|{τo}
·
+ S

2 |{τo}′ , or, more explicitly,

g(τ) =

{
1 τ = τo,
∞ τ 6= τo.

By Corollary 2.5 (or directly from the definition), g ∈ LAff(T (A))++. Thus by
Lemma 4.12, there is a projection P ∈ M(A) \ A such that P̂ = g. By (1.16),
P ∈ Iτo . We claim that every positive A ∈ Iτo belongs to I(P). By expressing A
as an A perturbation of the sum of two positive diagonal elements (Theorem 3.4)
and then reasoning as in the proof of Theorem 3.3, we can assume that A itself

is diagonal, i.e., A =
∞
∑
1

an, where an ∈ A+, anam = 0 for n 6= m, and the series

converges in the strict topology. Fix ε > 0, then by (1.9) and (1.16),

∞

∑
n=1

dτo((an − ε)+) = dτo((A− ε)+) 6
2
ε

τo

((
A− ε

2

)
+

)
< ∞ ∀ ε > 0.
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Choose N such that
∞
∑

n=N
dτo((an − ε)+) < 1. As it is enough to prove that AN :=

∞
∑

n=N
an ∈ I(P), to simplify notations assume that N = 1. By the stability of

A, decompose IM(A) =
∞
∑

k=1
Ek into a sum of mutually orthogonal projections

Ek ∼ IM(A). Let

αn := dτo((an − ε)+) +
1− dτo((A− ε)+)

2n ,

so that
∞
∑

n=1
αn = 1. Then, again by Corollary 2.5,

gn := αn|{τo}
·
+

S

2
|{τo}′ ∈ LAff(T (A))++

and is complemented under S. By the 1-projection surjectivity of A there is a
projection Pn 6∈ A with P̂n = gn and since En ∼ IM(A), we can take Pn 6 En.

Then the series
∞
∑

n=1
Pn converges strictly to a projection R and

R̂ =
∞

∑
n=1

gn = g = P̂.

Then R ∼ P by the 1-projection injectivity of A⊗K, so assume without loss of
generality that R = P. By the separability of A, for every n we can find a strictly
positive element bn ∈ PnAPn. Then dτ(bn) = P̂n(τ) for all τ. Since

dτ(an − ε)+ <

{
αn = gn(τo) = P̂n(τo) τ = τo,
∞ = gn(τ) = P̂n(τ) τ 6= τo,

= dτ(bn),

by Theorem 4.15, we obtain from the strict comparison for A that (an − ε)+ � bn.
Now bn 6 ‖bn‖Pn ∼ Pn ∼ (Pn − 1

2 )+ and hence (an − ε)+ � (Pn − 1
2 )+ for

every n. By Proposition 3.7, (A− ε)+ � P. Since ε > 0 is arbitrary, A � P and
hence A ∈ I(P). This proves that Iτo = I(P).

(ii) Let P be a projection for which Iτo = I(P), J be a closed two-sided ideal
ofM(A) such that Iτo ( J , and let A ∈ J+ \ Iτo .

Invoking Theorem 3.4 and reasoning as in the first part of the proof, we can

assume that A =
∞
∑

n=1
an with an ∈ A+ mutually orthogonal and A 6∈ Iτo . Choose

ε > 0 such that (A− ε)+ 6∈ Iτo . As a consequence

dτo((A− ε)+) =
∞

∑
n=1

dτo((an − ε)+) = ∞.

Let en be an approximate identity of A such that en+1en = en for all n and all
τ ∈ T (A). Recall that all en are in the Pedersen ideal of A, and by Lemma 1.2,
dτ(en) < ∞ for all n. By regrouping if necessary finite sums of an terms, assume
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that dτo((an − ε)+) > dτo(en − en−1) for all n, where we set e0 = 0. Reasoning

as in part (i), decompose P into a sum of P =
∞
∑

n=1
Pn with

{
P̂n(τ)) < ∞ τ = τo,
P̂n(τ)) = ∞ τ 6= τo.

Since A is separable, there is a strictly positive bn ∈ PnAPn and we can assume
that ‖bn‖ = 1. Then for every n and every τ

dτ(en − en−1) < dτ(bn ⊕ (an − ε)+).

Indeed, for τ = τo, dτ(en − en−1) < dτ((an − ε)+), while dτ(bn) = τ(Pn) = ∞ for
every other τ. Since M2(A) has strict comparison, it follows that for every n

en − en−1 � bn ⊕ (an − ε)+ 6 Pn ⊕ (an − ε)+ ∼ ((Pn ⊕ an)− ε)+.

Since 1M(A) =
∞
∑

n=1
en − en−1 and

∞
∑

n=1
Pn ⊕ an = P⊕ A where both series converge

strictly, again by Proposition 3.7 we obtain that 1M(A) � P⊕ A. As P ∈ Iτo ⊂ J
and A ∈ J , we have P⊕ A ∈ J , thus 1M(A) ∈ J and hence J = M(A). We
thus conclude that Iτo is maximal.

Finally, we remove the hypothesis thatA is stable. There is a projection R ∈
M(A⊗ K) such that A is isomorphic to R(A⊗ K)R and hence, by identifying
1M(A) with R,M(A) can be identified with RM(A⊗K)R. As usual, we identify
the tracial simplex T (A) of A with the tracial simplex of A⊗K. Every ideal J
of RM(A ⊗ K)R is the compression J = RJ̃ R of an ideal J̃ of M(A ⊗ K).
For every τ ∈ T (A), denote by Iτ,A (respectively, Iτ,A⊗K) the ideal of RM(A⊗
K)R (respectively, of M(A ⊗ K)). It is then immediate to verify that Iτ,A =
RIτ,A⊗KR. Similarly, if P ∈ M(A⊗K) is a projection and P 6 R, then IA(P) =
RIA⊗K(P)R where we denote by IA(P) (respectively, by IA⊗K(P)) the principal
ideal of RM(A⊗K)R (respectively, ofM(A⊗K)) generated by P. Since τo ∈
F∞, the function

g := 1|{τo}
·
+

S

2
|{τo}′ ∈ LAff(T (A))++

constructed at the beginning of the proof is complemented under S by Corol-
lary 2.5 and hence there is a projection P ∈ RM(A ⊗ K)R with P̂ = g. Since
A⊗K satisfies the hypotheses, by the first part of the proof, Iτo,A⊗K = IA⊗K(P)
and then

Iτo,A = RIτo,A⊗KR = RIA⊗K(P)R = IA(P).

Furthermore, since Iτo,A⊗K is maximal and Iτo,A is proper, it follows that Iτo,A is
also maximal, which proves (i) and (ii) also for the case when A is not stable.

6. CHARACTERIZATION OF PURELY INFINITE CORONA ALGEBRAS

In this section we examine the link between pure infiniteness of the corona
algebraM(A)/A and other properties of the algebraA and its multiplier algebra
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M(A). Not all the implications require the same hypotheses on the algebra A.
Denote by π :M(A) 7→ M(A)/A the quotient map.

PROPOSITION 6.1. Let A be a simple, σ-unital, non-unital, non-elementary, C∗-
algebra, with non-empty tracial simplex T (A) and with strict comparison of positive
elements by traces forM(A). ThenM(A)/A is purely infinite.

Proof. Since no non-zero quotient of M(A) can be abelian, the corona al-
gebra M(A)/A has no characters, hence by Definition 4.1 of [26], to obtain
that M(A)/A is purely infinite it is (necessary and) sufficient to prove that if
A, B ∈ M(A)+ and π(A) ∈ I(π(B)), then π(A) � π(B). Clearly, A ∈ I(B). By

Theorem 3.4, A =
∞
∑
1

ak + bo where bo = b∗o ∈ A , 0 6= an ∈ A+ and the series are

bidiagonal (anam = 0 for |n− m| > 1 and converges strictly). Now a1
∞
∑
3

ak = 0

and π(A) = π
( ∞

∑
3

ak
)
, so to simplify notation simply assume that there is an

0 6= a ∈ A+ such that aA = 0. Choose a strictly positive element b ∈ A, then for
all τ ∈ T (A) dτ(b) = dτ(1M(A)) = S(τ) and

dτ(A) 6 dτ(A + a) 6 dτ(b) = dτ(B + b)

where the first inequality is strict for all τ for which dτ(b) < ∞ and thus dτ(A) <
∞. Since A ∈ I(B) = I(B + b), by the assumption of strict comparison onM(A),
we have A � B + b and hence π(A) � B.

PROPOSITION 6.2. Let A be a simple, σ-unital, non-unital, non-elementary, C∗-
algebra, with non-empty tracial simplex T (A). Assume there exists a projection P in
Ifin but not in Icont. Then π(P) ∈ M(A)/A is not properly infinite. In particular,
M(A)/A is not purely infinite.

Proof. Assume by contradiction that π(P) ⊕ π(P) � π(P). Then there is
some X ∈ M(M2(A)) such that

‖π(X)π(P)π(X)∗ − π(P)⊕ π(P)‖ < 1
2

and hence there is some a = a∗ ∈ M2(A) for which ‖XPX∗ + a− P⊕ P‖ < 1
2 .

Let a = a+ − a− with a−, a+ > 0, then (P⊕ P + a− − 1
2 )+ � XPX∗ + a+. Hence

P⊕ P ∼
(

P⊕ P− 1
2

)
+
� XPX∗ + a+ � P⊕ a+.

It is well known that then there is a δ > 0 and a projection

Q ∈ Her((P⊕ a+ − δ)+) = Her(P⊕ (a+ − δ)+)

such that P ⊕ P ∼ Q. Notice that (a+ − δ)+ belongs to the Pedersen ideal of
M2(A) and has also a (positive) local unit b in the same Pedersen ideal, that is
b(a+ − δ)+ = (a+ − δ)+. Then P⊕ b is a local unit for P⊕ (a+ − δ)+ and hence
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also for Q, that is (P ⊕ b)Q = Q. Thus Q 6 P ⊕ b. Let g := ̂P⊕ b−Q. Then
g ∈ LAff(T (A))+ and

2P̂ + g = Q̂ + g = P̂ + b̂.

Since P ∈ Ifin, P̂(τ) is finite for every τ ∈ ∂e(T (A)) and hence

b̂(τ) = P̂(τ) + g(τ) ∀τ ∈ ∂e(T (A)).

By Proposition 2.1, b̂ = P̂ + g. Since b̂ is continuous because b belongs to the
Pedersen ideal and since both functions P̂ and g are lower semicontinuous, it
follows by Lemma 2.3 that P̂ must be continuous. By (1.14) this contradicts the
hypothesis that P 6∈ Icont.

IfM(A)/A is purely infinite, it thus follows that all the projections of Ifin
are in Icont. If A is 1-projection surjective this is sufficient to guarantee that Ifin =
Icont.

LEMMA 6.3. Let A be a simple, σ-unital, non-unital C∗-algebra, and assume that
A is 1-projection surjective. If Ifin 6= Ib (respectively, Ib 6= Icont), then there is a projec-
tion P ∈ Ifin \ Ib (respectively, P ∈ Ib \ Icont).

Proof. Let A ∈ (Ifin)+ \ Ib. Without loss of generality, assume that ‖A‖ 6 1.

By Lemma 1.7 there is some δ > 0 and µ ∈ T (A) for which ̂(A− δ)+(µ) = ∞.
̂(A− δ)+ ∈ LAffσ(T (A))++ and since (A − δ)+ 6 I, the evaluation function

f := ̂I − (A− δ)+ also belongs to LAffσ(T (A))++. As S = 1̂M(A) =
̂(A− δ)+ +

f , by Lemma 4.12 there is a projection P such that P̂ = ̂(A− δ)+. As P̂(τ) < ∞
for all τ ∈ ∂e(T (A)) and P̂(µ) = ∞, it follows that P ∈ Ifin \ Ib by Lemma 1.7.

The case when Ib 6= Icont is similar: there is A ∈ Ib \ Icont with ‖A‖ 6 1 and
δ > 0 and a projection P such that P̂ = ̂(A− δ)+ is bounded but not continuous,
and hence P ∈ Ib \ Icont by (1.14).

LEMMA 6.4. Let A be a simple, σ-unital, non-unital, C∗-algebra, with metrizable
T (A), and with projection surjectivity and injectivity. Assume that F is a closed face,
S(τ) = ∞ for all τ ∈ F, and the complementary face F′ is not closed. Then Icont 6= Ib.

Proof. Let 0 < γ < min S. Then by Corollary 2.5(ii), the function γ
2 |F

·
+ γ|F′

belongs to LAff(T (A))++ and is complemented under S. Therefore there is a

projection P 6∈ A such that P̂(τ) =

{
γ
2 τ ∈ F,
γ τ ∈ F′.

Since P̂(τ) 6 γ for all τ, P ∈ Ib.

Notice that P̂(τ) < γ for every τ 6∈ F′. Since F′ is not closed, P̂ is not continuous
and hence P 6∈ Icont by (1.14).

If the scale of A is not quasicontinuous and A is projection surjective and
injective, then that at least one of the inclusions Icont ⊂ Ib ⊂ Ifin must be proper.
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PROPOSITION 6.5. Let A be a simple, σ-unital, non-unital, C∗-algebra, with
metrizable tracial simplex, and projection surjectivity and injectivity. Then

(i) if F∞ is finite and F′∞ is not closed then Icont 6= Ib;
(ii) if F∞ is finite, F′∞ is closed, and S |F′∞ is not continuous, then Ifin 6= Icont;

(iii) if F∞ is infinite and countable, then Ib 6= Ifin;
(iv) if F∞ is uncountable, then Icont 6= Ib;

Thus if Icont = Ifin, then A has quasicontinuous scale.

Proof. (i) If F∞ is finite, then F = co(F∞) is closed and the conclusion is given
by Lemma 6.4.

(ii) By Corollary 2.5 the function 1|F∞

·
+ S

2∈LAff(T (A))++ is complemented

under S and therefore there is a projection P such that P̂=1|F∞

·
+ S

2 . As

P̂(τ) =

{
1 τ ∈ F∞,
S(τ)

2 < ∞ τ ∈ F′∞ ∩ ∂e(T (A)),

we see that P ∈ Ifin. However P̂ = S
2 on F′∞ is not continuous, and hence P 6∈ Icont.

(iii) Let F∞ = {τn} and apply Lemma 2.8 to the function h = S and the
sequence {τn} = F∞. Then S = G + F where G and F are in LAff(T (A))++. G
being complemented under S, there is a projection P 6∈ A such that P̂ = G. Then
P ∈ Ifin because G(τn) < ∞ for all n, but P 6∈ Ib because P̂(τn) is unbounded.

(iv) By the assumption that T (A) is metrizable, we can find an element
x ∈ F∞ that belongs to the closure of F∞ \ {x}. Then F := {x} is closed, but F′ ⊃
(F∞ \ {x}) is not closed, hence the conclusion follows again from Lemma 6.4.

Notice that the proof of (i) and (ii) did not require metrizability.
We can sharpen the result of Proposition 6.5 in the case whenA is stable and

hence F∞ = ∂e(T (A)). ThenA has quasicontinuous scale if and only if ∂e(T (A))
is finite.

PROPOSITION 6.6. Let A be a simple, σ-unital, C∗-algebra, with metrizable tra-
cial simplex, and projection surjectivity and injectivity and assume that F∞ = ∂e(T (A)).

(i) ∂e(T (A)) is finite if and only if Icont = Ib.
(ii) If furthermore T (A) is a Bauer simplex, then ∂e(T (A)) is finite if and only if

Ib = Ifin

Proof. The necessity in both cases is given by Corollary 1.10.
(i) For the sufficiency, by Proposition 6.5(iv), it is enough to prove that if

∂e(T (A)) is infinite and countable then Icont 6= Ib. To obtain that it is sufficient
(and by Lemma 6.3 also necessary) to find a projection P ∈ Ib \ Icont. By the sur-
jectivity ofA and the fact that every function in LAff(T (A))++ is complemented
under S because S(τ) = ∞ for all τ, by Corollary 1.9 and (1.14) we just need to
construct a bounded function g ∈ LAff(T (A))++ \Aff(T (A)).
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Let {τj}∞
1 be an enumeration of ∂e(T (A)). Let Xn := co{τ1, . . . , τn}, then

Xn is closed and hence it is a split face. Define

fn := 1|Xn

·
+ 2|X′n .

By Lemma 2.4, fn ∈ LAff(T (A))++, fn 6 2 and clearly, fn is monotone noincreas-
ing. If for some n, the function fn is not continuous, then we are done. Assume
therefore that all the functions fn are continuous and let f := lim

n
fn. We claim

that f is not continuous. Indeed by the compactness of T (A), there is a subse-
quence τjk that converges to some µ ∈ T (A). Then for every n, fn(τjk ) → fn(µ).
Since fn(τjk ) = 2 for jk > n , we thus have fn(µ) = 2 and hence f (µ) = 2. On the
other hand, for every k,

f (τjk ) = lim
n

fn(τjk ) = 1.

As a consequence the function g := 3− f is bounded but also not continuous.
Since g = lim

n
(3− fn) is an increasing limit of functions in Aff(T (A)), it follows

that g ∈ LAff(T (A))++ which concludes the proof.
(ii) Reasoning as in part (i), it is enough to assume that ∂e(T (A)) is infinite

(and uncountable) and then construct a function f ∈ LAff(T (A))++ which is
finite but unbounded on ∂e(T (A)). We start by choosing a strictly positive lower
semicontinuous function f̃ : ∂e(T (A)) 7→ (0, ∞) on the compact set ∂e(T (A))
which is finite and unbounded. For instance, let d be the metric of T (A) restricted
to ∂e(T (A)), τo ∈ ∂e(T (A)) be an accumulation point of ∂e(T (A)) and set

f̃ (τ) :=

{
1

d(τ,τo)
τ 6= τo,

1 τ = τo.

It is easily seen that f̃ satisfies the required conditions. Decompose f̃ =
∞
∑

n=1
f̃n

as a pointwise converging sum of functions f̃n ∈ Aff(∂e(T (A)))++ (Proposi-
tion 2.1). By Corollary 11.15 of [18], for each n, there is a fn ∈ Aff(T (A)) such
that fn|∂e(T (A)) = f̃n, and it is easy to see that fn must be strictly positive. Then

f :=
∞
∑

n=1
fn ∈ LAff(T (A))++ and f |∂e(T (A)) = f̃ . Thus f satisfies the required

conditions.

If Icont 6= Ifin we can draw several conclusions aboutM(A).

LEMMA 6.7. Let A be a simple, σ-unital, non-unital, C∗-algebra, with metrizable
T (A), and with projection surjectivity and injectivity. Assume P is a projection in
Ib \ Icont. Then there is a projection Q ∈ Ib \ Icont such that:

(i) P̂(τ) < Q̂(τ) for every τ ∈ T (A);
(ii) I(P) = I(Q);

(iii) P 6� Q.
In particular, strict comparison of projections by traces does not hold onM(A).
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Proof. Let P ∈ Ib \ Icont. By (1.14) and Lemma 1.7, P̂ is bounded but not
continuous. By invoking Proposition 5.1 and recalling that if we divide P into n
equivalent projection summands, each summand generates the same ideal as P,
we can assume without loss of generality that sup P̂ < min S. Let sup P̂ < c <

min S. Then 1
2 (P̂ + c) ∈ LAff(T (A))++ \ Aff(T (A)). Moreover, both S− c ∈

LAff(T (A))++ and S− P̂ = ̂1M(A) − P ∈ LAff(T (A))+. Since

S =
1
2
(P̂ + c) +

1
2
(S− P̂ + S− c),

1
2 (P̂ + c) is complemented under S and hence by the 1-projection surjectivity of
A there is a projection Q such that Q̂ = 1

2 (P̂ + c). Again by (1.14) and Lemma 1.7,
Q ∈ Ib \ Icont. Condition (i) holds as Q̂(τ)− P̂(τ) = 1

2 (c− P̂(τ)) > 0 for all τ. As
P̂ + c = 2Q̂, it follows by Proposition 5.3 that P ∈ I(Q). Furthermore, let m ∈ N
be such that (2m− 1) inf P̂ > c. Then g := 1

2 ((2m− 1)P̂− c) ∈ LAff(T (A))++

and Q̂ + g = mP̂. Thus Q ∈ I(P) by Proposition 5.3 and hence I(P) = I(Q),
which establishes condition (ii).

To prove (iii) assume by contradiction that P � Q. Then there is a function
f ∈ LAff(T (A))++ such that P̂ + f = Q̂. But then f = 1

2 (c− P̂) by the bound-
edness of P̂, whence f is also upper semicontinuous and hence it is continuous.
This implies that P̂ is continuous, a contradiction.

LEMMA 6.8. Let A be a simple, σ-unital, non-unital, C∗-algebra, with metrizable
T (A), and with projection surjectivity and injectivity. Assume that there is a projection
P ∈ Ib \ Icont (respectively, P ∈ Ifin \ Ib). Then there is a projection P1 ∈ Ib \ Icont
(respectively, P1 ∈ Ifin \ Ib) such that I(P1) ( I(P). Therefore Ib (respectively Ifin),
contains an infinite decreasing chain of principal ideals.

Proof. Assume first that P ∈ Ib \ Icont. By (1.14) and Lemma 1.7, P̂ is a
bounded function in LAff(T (A))++ and it has at least one point of discontinuity
µ ∈ T (A). Then by Lemma 2.7, P̂ = G + F where G, F ∈ LAff(T (A))++ are both
discontinuous at µ but for which there is a sequence τn → µ such that G(τn) →
G(µ), and P̂(τn) 6→ P̂(µ). By Lemma 4.12, there is a projection P1 such that
P̂1 = G and P1 � P. Then P1 ∈ Ib \ Icont and I(P1) ⊂ I(P). If I(P1) = I(P), we
would have P ∈ I(P1) and hence by Proposition 5.3 there would be an m ∈ N
and a function f ∈ LAff(T (A))++ such that P̂ + f = mP̂1 = mG. However,
since mG(τn) → mG(µ) and both P̂ and f are lower semicontinuous, we would
conclude by Lemma 2.3 that P̂(τn)→ P̂(µ), a contradiction.

Assume now that P ∈ Ifin \ Ib. By Lemma 2.8 there is sequence τn ∈
∂e(T (A)) such that P̂(τn) is finite for every n but the sequence is unbounded.
Apply Lemma 2.8 to the function h := P̂ and the sequence {τn} to decom-
pose h = G + F into the sum of G, F ∈ LAff(T (A))++, with G unbounded

but sup
n

P̂(τn)
G(τn)

= ∞. Then there is a projection P1 � P with P̂1 = G and hence
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P1 ∈ Ifin \ Ib. Furthermore, P 6∈ I(P1). Indeed, otherwise there would be a

g ∈ LAff(T (A))++ and m ∈ N such that P̂ + f = mG. But then P̂(τn)
G(τn)

6 m for
every n, a contradiction.

COROLLARY 6.9. LetA be a simple, σ-unital, non-unital C∗-algebra, with metriz-
able T (A), and with projection surjectivity and injectivity. If Icont 6= Ifin thenM(A)
has infinitely many (principal) ideals and therefore V(M(A)) contains infinitely many
(principal) order ideals.

Proof. If Icont 6= Ifin, then at least one of the inclusions Icont ⊂ Ib ⊂ Ifin must
be proper. By Lemma 6.3, there must be a projection in Ifin \ Ib or in Ib \ Icont. In
either case the conclusion follows from Lemma 6.8. By Lemma 1.11 we see that
V(M(A)) contains infinitely many (principal) order ideals.

Notice that the chains of principal ideal constructed in Lemma 6.8 are de-
creasing. IfA is stable and has countably infinite extremal boundary, we can also
construct increasing chains.

PROPOSITION 6.10. Let A be a simple, σ-unital, non-unital, stable C∗-algebra
with metrizable tracial simplex T (A), countably infinite extremal boundary ∂e(T (A)),
and projection surjectivity and injectivity. For every projection P ∈ Ifin there is a con-
tinuous chain of projections Pt ∈ Ifin \ Ib for t > 1 such that

I(P) ( I(P1) ( I(Ps) ( I(Pt) ∀ 1 < s < t.

Proof. Let {τj}∞
1 be an enumeration of ∂e(T (A)). Since 0 < P̂(τn) < ∞, we

can find a sequence βn such that:
(i) 1 < (βn − 1)P̂(τn) is monotone nondecreasing;

(ii) βn P̂(τn) is monotone nondecreasing;
(iii) βn → ∞.

By Corollary 2.6 there exist a projection P1 and a function g∈LAff(T (A))++

such that for every n

P̂1(τn) = βn P̂(τn), g(τn) = (βn − 1)P̂(τn).

Since P̂(τn) + g(τn) = P̂1(τn), it follows by Proposition 2.1(iii) that P̂ + g = P̂1.
Then I(P) ⊂ I(P1) by Lemma 4.12 and Proposition 5.3. On the other hand

sup
n

P̂1(τn)

P̂(τn)
= ∞ and hence by Proposition 5.3 it follows that P1 6∈ I(P).

Next, for every t > 1, let Pt be the projection for which P̂t(τn) := (βn P̂(τn))t.
Since for 1 6 s < t < ∞ the sequence

(βn P̂(τn))
t − (βn P̂(τn))

s = (βn P̂(τn))
s((βn P̂(τn))

t−s − 1)

is monotone nondecreasing, again by Corollary 2.6, there exists a function g ∈
LAff(T (A))++ that achieves the values of that sequence at τn, that is

P̂s(τn) + g(τn) = P̂t(τn).
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But then, again by Proposition 2.1(iii) and Proposition 5.3 it follows that P̂s +

g = P̂t, hence Ps � Pt and thus I(Ps) ⊂ I(Pt). Since sup
n

P̂t(τn)

P̂s(τn)
= ∞, again by

Proposition 5.3 it follows that Pt 6∈ I(Ps).

We collect now the results obtained in this section in our main theorem.

THEOREM 6.11. Let A be a simple, σ-unital, non-unital C∗-algebra, with metriz-
able tracial simplex T (A), projection surjectivity and injectivity, and strict comparison
of positive elements by traces. Then the following are equivalent:

(i) A has quasicontinuous scale;
(ii)M(A) has strict comparison of positive elements by traces;

(iii)M(A)/A is purely infinite;
(iii′) M(A)

Imin
is purely infinite;

(iv)M(A) has finitely many ideals;
(v) Imin = Ifin.

Consider in addition
(vi) V(M(A)) has finitely many order ideals.

Then (vi) implies (i)–(v). If A is n-projection surjective and n-projection injective for
every n, then (vi) is equivalent to (i)–(v).

We will always assume thatA is simple, σ-unital but not unital, non-elemen-
tary, and with non-empty tracial simplex (and hence stably finite), but not all of
the other three hypotheses (metrizability of T (A), projection surjectivity and in-
jectivity of A, and strict comparison of positive elements of A), will be necessary
for all the implications. In the proofs of the various implications, we will list
which of these other hypotheses are used and/or which ones can be weakened.

Proof. (i)⇒ (ii) By Theorem 3.2 ([22], Theorem 6.6). For this implication we
need only strict comparison of positive elements for A.

(ii)⇒ (iii) By Proposition 6.1. For this implication we do not require any of
the other three hypotheses.

(iii)⇔ (iii′) In view of the exact sequence

0→ Imin

A →M(A)/A → M(A)
Imin

→ 0

the conclusion follows from the “two out of three” property ([26], Theorem 4.19)
provided that Imin

A is purely infinite. By Theorem 4.8 of [23], a sufficient condition
for Imin

A to be purely infinite is thatA is non-elementary and that Imin 6= A, which
follows from the strict comparison of positive elements inA ([23], Corollary 3.15,
Proposition 5.4, Theorem 5.6). IfA is separable then also Imin 6= A ([23], Corollary
3.15) so we can replace the condition of strict comparison of positive elements in
A with the separability of A.
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(iii) ⇒ (v) Proposition 6.2, which does not require any of three additional
hypotheses, guarantees that if M(A)/A is purely infinite, then all the projec-
tions of Ifin belong to Icont. This in turn implies that Icont = Ifin by Lemma 6.3,
which makes use only 1-projection surjectivity forA. Finally, Imin = Icont by The-
orem 5.6 of [23]) which depends only on strict comparison of positive elements.

(v)⇒ (i) By Proposition 6.5. Projection surjectivity and injectivity for A and
metrizability of T (A) are used for obtaining that Icont = Ifin implies quasicon-
tinuity of the scale. As above, strict comparison of positive elements is used for
obtaining that Imin = Icont ([23], Theorem 5.6).

(i)⇒ (iv) By Corollary 3.8, which makes use only of strict comparison of
positive elements for A.

(iv)⇒ (v) By Corollary 6.9. For this implication we use projection surjectiv-
ity and injectivity and the metrizability of T (A) to obtain that Icont = Ifin, and
again strict comparison of positive elements to obtain that Imin = Icont.

(vi)⇒ (v) Strict comparison onA guarantee that Imin = Icont and metrizabil-
ity of T (A) and projection surjectivity and injectivity permit to apply Lemma 6.3
and Lemma 6.8. Thus if Imin 6= Ifin then Ifin contains an infinite chain of principal
ideals and hence V(M(A)) has an infinite chain of (principal) order ideals.
If A is n-projection surjective and n-projection injective for every n, then (i) ⇒
(vi) by Corollary 5.6 which requires metrizability of T (A).

When the algebra A is separable and stable, asking for strict comparison is
redundant (Theorem 4.15) and we see that Imin = Ifin if and only if Imin = Ib.

COROLLARY 6.12. Let A be a simple, separable, stable, C∗-algebra, with projec-
tion surjectivity and injectivity. Then the following are equivalent:

(i) the extremal boundary ∂e(T (A)) is finite;
(ii)M(A) has strict comparison of positive elements by traces;

(iii)M(A)/A is purely infinite;
(iii′) M(A)

Imin
is purely infinite;

(iv)M(A) has finitely many ideals;
(v) Imin = Ifin;

(v′) Imin = Ib;
(vi) V(M(A)) has finitely many order ideals.

Proof. All the hypotheses of Theorem 6.11 are satisfied: metrizability is im-
plied by the separability of A, strict comparison of positive elements for A is
implied projection surjectivity and injectivity (Theorem 4.15). Thus conditions
(i), (ii), (iii), (iii′), (iv), (v), and (vi) are equivalent, where for (i) we notice that for
stable C∗-algebras quasicontinuity of the scale is equivalent to finiteness of the
extremal boundary.

(i)⇔ (v′) By Proposition 6.6.
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REMARK 6.13. For the class of algebras A that are simple, separable, non-
unital, have real rank zero, stable rank one, and have weakly unperforated K0(A),
the equivalence of (i), (iii), (iii′), and (v) was established in Theorem 3.4 of [27]
under the additional condition that A has finitely many infinite extremal qua-
sitraces. For the same class of algebras, the equivalence of the above conditions
with (iv) was established in Theorem 3.6 of [27] under the additional condition
that A is exact, is the stabilization of a unital algebra, and T (A) is a Bauer sim-
plex. In [29] The equivalence of (i), (iii), (iv) was established under the condition
thatA is the stabilization of a simple, unital algebra, is separable, and is either ex-
act and Z-stable or an AH-algebra with slow dimension growth. These results, in
turn, are generalizations of earlier work in [12], [30], [33], [34], [39], [55], [61], [65].
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