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INTRODUCTION

The interest for distance estimates for operator algebras and subspaces goes back to W. B. Arveson’s work ([1]) where it was proved that the distance constant of a nest algebra is equal to one.

Since then, a large variety of results were obtained in this direction and we refer the reader to [2], [6], [9], [10], [11], [12], [13], [14] for more information about these problems.

After K. R. Davidson and S. C. Power ([5]) and J. Kraus and D. R. Larson ([8]) showed that the distance constant can be infinite, it appeared necessary to study its behaviour, at least from the following point of view: how natural are the infinite value examples and how frequent are the finite values (especially \( K = 1 \))?

This paper originates in our attempt to get more insight to these problems. We prove several continuity properties for the distance constant function which show, in particular, that the infinite value is a consequence of a very natural fact, but that, however, the distance constant function is far from having a nice behaviour, even in the two-dimensional Hilbert space case.

We derive a general method for constructing reflexive subspaces with infinite distance constant and we study the properties of CSL-algebras in connection with their distance constant.

The regular subspaces introduced in Section III are shown to be points of continuity for the distance constant function provided that the Hilbert space is finite dimensional.

This enables us, in particular, to describe completely the distance constant function in the case \( \text{dim } \mathcal{H} = 2 \).
1. PRELIMINARIES

Throughout this paper $\mathcal{H}$, $\mathcal{B}(\mathcal{H})$, $C^1(\mathcal{H})$, $\mathcal{P}(\mathcal{H})$ will denote a complex Hilbert space, the algebra of bounded operators on $\mathcal{H}$, the ideal of trace-class operators on $\mathcal{H}$ and the set of selfadjoint projections in $\mathcal{B}(\mathcal{H})$ respectively. The scalar product on $\mathcal{H}$ will be denoted by $(\cdot, \cdot)$. Recall that $C^1(\mathcal{H})^\circ = \mathcal{B}(\mathcal{H})$.

A subspace $\mathcal{S} \subset \mathcal{B}(\mathcal{H})$ will always be assumed to be linear and uniformly closed.

A subspace $\mathcal{S} \subset \mathcal{B}(\mathcal{H})$ is said to be reflexive if it contains every operator $T \in \mathcal{B}(\mathcal{H})$ with the property that $Tx$ belongs to the closure of $\{Sx : S \in \mathcal{S}\}$ for every $x \in \mathcal{H}$.

$\mathcal{S}$ is said to be hyperreflexive if there is $K \geq 1$ such that for every operator $T \in \mathcal{B}(\mathcal{H})$

$$\text{dist}(T, \mathcal{S}) \leq K \sup \{\|PTQ\| ; \ P, \ Q \in \mathcal{S}, \ P\mathcal{S}Q = \{0\}\}.$$ 

The infimum of the constants $K$ that occur above is called the distance constant of $\mathcal{S}$ and is denoted by $K(\mathcal{S})$. For subspaces that are not hyperreflexive define $K(\mathcal{S}) = \infty$. The distance constant function is by definition the function $\mathcal{S} \to K(\mathcal{S})$.

Note that in finite dimensional Hilbert spaces reflexivity and hyperreflexivity are equivalent, which is not the case in the infinite dimensional situation.

Note also that reflexive subspaces are $\sigma(\mathcal{B}(\mathcal{H}), C^1(\mathcal{H}))$ (i.e. ultraweakly) closed.

The preannihilator of the subspace $\mathcal{S}$ is

$$\mathcal{S}_\perp = \{C \in C^1(\mathcal{H}); \ \text{trace} \ CS = 0 \ (\forall)S \in \mathcal{S}\}.$$ 

By ([9]), $\mathcal{S}$ is reflexive if and only if $\mathcal{S}_\perp$ is the $\|\cdot\|$-closed linear span of its rank one operators.

For a subspace $\mathcal{S} \subset \mathcal{B}(\mathcal{H})$ and operators $U, V \in \mathcal{B}(\mathcal{H})$ it is convenient to use the notations

$$\mathcal{S} \mathcal{P} \mathcal{V} = \{USV \mid S \in \mathcal{S}\} \ \mathcal{S}^\circ = \{S^\circ \mid S \in \mathcal{S}\}.$$ 

For any two subspaces $\mathcal{S}$ and $\mathcal{T}$ in $\mathcal{B}(\mathcal{H})$ define the distance between them to be

$$\text{dist}(\mathcal{S}, \mathcal{T}) = \max\{\sup_{S \in \mathcal{S}} \inf_{T \in \mathcal{T}} \|S - T\|, \ \sup_{T \in \mathcal{T}} \inf_{S \in \mathcal{S}} \|S - T\|\}.$$ 

As usual, $B(S, \varepsilon)$ denotes the open ball of radius $\varepsilon > 0$ and center $S \in \mathcal{B}(\mathcal{H})$. 
2. A LOWER SEMICONTINUITY PROPERTY

We begin with a lemma which turns out to be useful in estimating distance constants.

Given a subspace \( \mathcal{S} \subset \mathcal{B}(\mathcal{H}) \), we shall denote by \([\mathcal{S}]\) the set of all pairs \([x, y] \in \mathcal{H} \times \mathcal{H}\) such that \((Sx, y) = 0\) for every \(S \in \mathcal{S}\). The following notations will be also used:

\[
[\mathcal{S}]_1 = \{[x, y] \in [\mathcal{S}] \mid \|x\| \leq 1, \|y\| \leq 1\}
\]

\[
[\mathcal{S}]_2 = \{[x, y] \in [\mathcal{S}] \mid \|x\| = \|y\| = 1\}.
\]

2.1. Lemma. For every subspace \( \mathcal{S} \subset \mathcal{B}(\mathcal{H}) \) and every \( T \in \mathcal{B}(\mathcal{H}) \) we have

\[
\sup\{\|PTQ\| \mid P, Q \in \mathcal{B}(\mathcal{H}), P \mathcal{S} Q = \{0\}\} = \sup\{|(Tx, y)| \mid [x, y] \in [\mathcal{S}]_1\} =
\]

\[
= \sup\{|(Tx, y)| \mid [x, y] \in [\mathcal{S}]_2\}.
\]

Proof. The second equality being immediate, we shall prove only the first one.

\(\leq\). Let \(P, Q \in \mathcal{B}(\mathcal{H})\) be such that \(P \mathcal{S} Q = \{0\}\). Then \(\|PTQ\| \leq \sup\{|(PTQu, v)| \mid u, v \in \mathcal{H}, \|u\| \leq 1, \|v\| \leq 1\} \leq \sup\{|(TQu, Pv)| \mid \|u\| \leq 1, \|v\| \leq 1\} \leq \sup\{|(Tx, y)| \mid [x, y] \in [\mathcal{S}]_1\}\) since \([Qu, Pv] \in [\mathcal{S}]_1\).

\(\geq\). For every \([x, y] \in [\mathcal{S}]_1\), let \(P_x\) and \(P_y\) be the orthogonal projections onto \(C_x\) and \(C_y\) respectively. Then

\[
|(Tx, y)| = |(P_yTP_x\bar{x}y)| \leq \|P_yTP_x\| \leq \sup\{\|PTQ\| \mid P, Q \in \mathcal{B}(\mathcal{H}), P \mathcal{S} Q = \{0\}\}
\]

since \(P_y \mathcal{S} P_x = \{0\}\).

2.2. Theorem. Let \( \mathcal{S} \subset \mathcal{B}(\mathcal{H}) \) be a ultraweakly closed subspace such that \(\mathcal{S}_\perp\) is reflexive as a Banach space (i.e. \(\mathcal{S}_\perp\) is canonically isomorphic with its second dual) and let \((\mathcal{S}_n)_{n \geq 1}\) be a sequence of hyperreflexive subspaces of \(\mathcal{B}(\mathcal{H})\) such that

\[
\lim_{n \to \infty} \text{dist}(\mathcal{S}_n, \mathcal{S}) = 0.
\]

If the sequence \((K(\mathcal{S}_n))_{n \geq 1}\) is bounded, then \(\mathcal{S}\) is hyperreflexive and

\[
K(\mathcal{S}) \leq \lim_{n \to \infty} \sup K(\mathcal{S}_n).
\]

Proof. Let \(K = \lim_{n \to \infty} \sup K(\mathcal{S}_n)\). By passing, if necessary, to a subsequence, we may assume that \(K(\mathcal{S}_n) < K + 1/n\) for every \(n \geq 1\). Given \(T \in \mathcal{B}(\mathcal{H})\), Lemma 2.1
yields a sequence of pairs \([x_n, y_n] \in [\mathcal{S}_n]_1\) such that

\[
\text{dist}(T, \mathcal{S}_n) \leq \left( K + \frac{1}{n} \right) \| (Tx_n, y_n) \|.
\]

If \(x \otimes y\) denotes the operator \(z \mapsto (z, y)x\) then \(x_n \otimes y_n \in (\mathcal{S}_n)_\perp\) and 
\(\| x_n \otimes y_n \|_1 \leq 1\). Since

\[
\text{dist}((\mathcal{S}_n)_\perp, \mathcal{S}_\perp) = \text{dist}(\mathcal{S}_n, \mathcal{S})
\]

([7], Proposition 2.9) there are operators \(C_n \in \mathcal{S}_\perp\) such that

\[
\lim_{n \to \infty} \| x_n \otimes y_n - C_n \|_1 = 0.
\]

Since \(\mathcal{S}_\perp\) is reflexive as a Banach space, its unit ball is \(\sigma(\mathcal{G}(\mathcal{H}), \mathcal{B}(\mathcal{H}))\)-compact; we may therefore assume that

\[
\lim_{n \to \infty} C_n = C \in \mathcal{S}_\perp
\]

in the \(\sigma(\mathcal{G}(\mathcal{H}), \mathcal{B}(\mathcal{H}))\)-topology.

Moreover, we may assume that

\[
\lim_{n \to \infty} x_n = x, \quad \lim_{n \to \infty} y_n = y
\]

in the weak topology of \(\mathcal{H}\).

It follows from (2)–(4) that \(C = x \otimes y\) and that

\[
\lim_{n \to \infty} (Tx_n, y_n) = (Tx, y).
\]

By passing to the limit in (1) and taking into account that \([x, y] \in [\mathcal{S}]_1\), we obtain

\[
\text{dist}(T, \mathcal{S}) \leq K \| (Tx, y) \| \leq K \sup \{|(Tu, v)|; [u, v] \in [\mathcal{S}]_1\};
\]

hence \(K(\mathcal{S}) \leq K\) and the proof is complete.

2.3. **Corollary.** The reflexive subspaces of \(\mathcal{B}(\mathcal{H})\) whose preannihilators are reflexive as Banach spaces are points of lower semicontinuity for the distance constant function. In particular, if \(\mathcal{H}\) is finite dimensional the distance constant function is lower semicontinuous.

2.4. **Remarks.** Theorem 2.2 provides a method for constructing reflexive subspaces with infinite distance constant.
Indeed, let $\mathcal{H}$ be finite dimensional, let $\mathcal{S} \subset \mathcal{B}(\mathcal{H})$ be a non reflexive subspace and let $(\mathcal{S}_n)_{n \geq 1}$ be a sequence of reflexive subspaces of $\mathcal{B}(\mathcal{H})$ such that
\[
\lim_{n \to \infty} \text{dist}(\mathcal{S}_n, \mathcal{S}) = 0.
\]
Then, by Theorem 2.2, $\lim_{n \to \infty} K(\mathcal{S}_n) = \infty$, hence the reflexive subspace $\bigoplus_{n \geq 1} \mathcal{S}_n$ of $\mathcal{B}(\mathcal{H})$ has infinite distance constant.

3. SOME CONTINUITY PROPERTIES

3.1. Definition. Let $\mathcal{S} \subset \mathcal{B}(\mathcal{H})$ be a subspace. A pair $[x, y] \in [\mathcal{S}]$ is called regular if the only operator $S \in \mathcal{S}$ satisfying $Sx = S^*y = 0$ is $S = 0$.

$\mathcal{S}$ is called regular if every $[x, y] \in [\mathcal{S}]$ with $x \neq 0$, $y \neq 0$ is the limit of a sequence of regular pairs in $[\mathcal{S}]$.

The main result in this section asserts that every regular subspace of $\mathcal{B}(\mathcal{H})$ ($\dim \mathcal{H} < \infty$) is a point of continuity for the distance constant function, consequently the necessity of knowing procedures for constructing regular subspaces becomes important. Some of these are provided by the next proposition. Recall that, given a subspace $\mathcal{S}$ of $\mathcal{B}(\mathcal{H})$, the algebra $\mathcal{A}(\mathcal{S})$ associated to $\mathcal{S}$ is by definition the subalgebra of $\mathcal{B}(\mathcal{H} \oplus \mathcal{H})$ formed by all operators $\begin{pmatrix} \lambda I & S \\ 0 & \mu I \end{pmatrix}$ with $\lambda, \mu \in \mathbb{C}$ and $S \in \mathcal{S}$. (I denotes the identity map on $\mathcal{H}$.) It is known [8] that $\mathcal{A}(\mathcal{S})$ is reflexive, respectively hyperreflexive, if and only if $\mathcal{S}$ has the corresponding property.

Throughout 3.2–3.4, it will be assumed that $\dim \mathcal{H} < \infty$. It is known that in this situation, the set of all subspaces of $\mathcal{B}(\mathcal{H})$ is a compact space with respect to the metric introduced in Section 1, and that the set of all subspaces of $\mathcal{B}(\mathcal{H})$ of a given dimension is a connected component of that compact space.

3.2. Proposition. (i) One-dimensional subspaces of $\mathcal{B}(\mathcal{H})$ are regular.

(ii) If $\mathcal{S} \subset \mathcal{B}(\mathcal{H})$ is regular and $\dim \mathcal{S} \leq \dim \mathcal{H} - 1$, then $\mathcal{A}(\mathcal{S})$ is regular.

(iii) Let $\mathcal{H}_1$, $\mathcal{H}_2$ be finite-dimensional Hilbert-spaces and let $\mathcal{S}_i \subset \mathcal{B}(\mathcal{H}_i)$ be regular subspaces with $\dim \mathcal{S}_i \leq \dim \mathcal{H}_i$ (i = 1, 2). Then the subspace $\mathcal{S}_1 \oplus \mathcal{S}_2$ of $\mathcal{B}(\mathcal{H}_1 \oplus \mathcal{H}_2)$ is regular.

Proof. (i) Let $\mathcal{S} = CT$ for some $T \in \mathcal{B}(\mathcal{H})$, $T \neq 0$. If $[x, y] \in [\mathcal{S}]$ is not regular, then $Tx = T^*y = 0$. If we choose $u \in \mathcal{H}$ so that $Tu \neq 0$, it follows that $([x + u^{-1}u, y])_{n \geq 1}$ is a sequence of regular pairs in $[\mathcal{S}]$ which converges to $[x, y]$.

(ii) $[\mathcal{A}(\mathcal{S})]$ is formed by those pairs $[s \oplus t, u \oplus v]$ for which $(s, u) = (t, v) = 0$ and $[t, u] \in [\mathcal{S}]$. Let $C$ denote the closure of the set of all regular pairs in $[\mathcal{A}(\mathcal{S})]$. Consider $[s \oplus t, u \oplus v] \in [\mathcal{A}(\mathcal{S})]$ with $s \oplus t \neq 0 \oplus 0$, $u \oplus v \neq 0 \oplus 0$ and distinguish four cases.
If \( t \neq 0 \) and \( u \neq 0 \), there is by hypothesis a sequence \([(t_n, u_n)]_{n \geq 1} \subseteq [\mathcal{S}]\) which converges to \([t, u]\). We may assume that \((t_n, u_n) \neq (0, 0)\). If we let

\[
    s_n = s \in \frac{(s, u_n)}{(u, u_n)} u \quad \text{and} \quad v_n = v \in \frac{(v, t_n)}{(t, t_n)} t,
\]

then \([(s_n \oplus t_n, u_n \oplus v_n)]_{n \geq 1}\) is a sequence of regular pairs in \([\mathcal{A}(\mathcal{S})]\) which converges to \([s \oplus t, u \oplus v]\).

Suppose now that \( t \neq 0 \) and \( u = 0 \). If \( \dim \mathcal{A} t \leq \dim \mathcal{H} - 2 \), choose \( u' \neq 0 \) so that \( u' \perp (\mathcal{S} t + C_S) \); it follows that \([(s \oplus t, n^{-1}u' \oplus v)]_{n \geq 1}\) is a sequence in \([\mathcal{A}(\mathcal{S})]\) which converges to \([s \oplus t, u \oplus v]\). By the first case, \([s \oplus t, n^{-1}u' \oplus v] \in C\); hence, \([s \oplus t, u \oplus v] \in C\). On the other side, if \( \dim \mathcal{A} t = \dim \mathcal{H} - 1 \), the map \( S \rightarrow St (S \in \mathcal{S}) \) is one-to-one (because \( \dim \mathcal{S} \leq \dim \mathcal{H} - 1 \)). Let \((s_n)\) be a sequence in \( \mathcal{H} \) such that \( s_n \notin \mathcal{S} t \) and \( s = \lim_{n \to \infty} s_n \). It follows that \([(s_n \oplus t, u \oplus v)]_{n \geq 1}\) is a sequence of regular pairs in \([\mathcal{A}(\mathcal{S})]\) which converges to \([s \oplus t, u \oplus v]\).

The case \( t = 0, u \neq 0 \) is similarly treated.

Finally, suppose that \( t = u = 0 \). If \( \dim \mathcal{H} = 1 \) (and hence \( \mathcal{S} = \{0\} \)), then \([s \oplus t, u \oplus v] \) is already regular, as we must have \( s \neq 0 \) and \( v \neq 0 \). On the other hand, if \( \dim \mathcal{H} \geq 2 \), choose \( t' \neq 0 \) so that \((t', v) = 0\). It follows that \([(s \oplus n^{-1}t', u \oplus v)]_{n \geq 1}\) is a sequence in \([\mathcal{A}(\mathcal{S})]\) which converges to \([s \oplus t, u \oplus v]\). By the second case, \([s \oplus n^{-1}t', u \oplus v] \in C\); hence, \([s \oplus t, u \oplus v] \in C\).

The proof of (ii) is complete.

(iii) \([x_1 \oplus x_2, y_1 \oplus y_2] \in [\mathcal{S}_1 \oplus \mathcal{S}_2]\) iff \([x_1, y_1] \in [\mathcal{S}_i]\) for \( i = 1, 2 \); moreover, if \([x_1, y_1]\) and \([x_2, y_2]\) are regular, then \([x_1 \oplus x_2, y_1 \oplus y_2]\) is regular. Thus, (iii) will be a consequence of the above remarks and of the following assertion:

Let \( \mathcal{S} \subseteq \mathcal{B}(\mathcal{H}) \) be a regular subspace with \( \dim \mathcal{S} \leq \dim \mathcal{H} \). Then every pair in \([\mathcal{S}]\) is the limit of a sequence of regular pairs.

Indeed, let \([x, y] \in [\mathcal{S}]\) be given. If \( x \neq 0 \) and \( y \neq 0 \), \([x, y]\) is the limit of a sequence of regular pairs by hypothesis.

Suppose that \( x \neq 0 \) and \( y = 0 \). If \( \dim \mathcal{S} x \leq \dim \mathcal{H} - 1 \), choose \( y' \neq 0 \) so that \( y' \perp \mathcal{S} x \). It follows that \([(x, n^{-1}y')_{n \geq 1}] \) is a sequence in \([\mathcal{S}]\) which converges to \([x, y]\); as every \([x, n^{-1}y']\) belongs to the closure of the set of regular pairs in \([\mathcal{S}]\), we get that \([x, y]\) belongs to that closure too. On the other side, if \( \dim \mathcal{S} x = \dim \mathcal{H} \), the map \( S \rightarrow S x (S \in \mathcal{S}) \) is one-to-one (because \( \dim \mathcal{S} \leq \dim \mathcal{H} \)) and hence, \([x, y]\) is regular.

The cases \( x = 0, y \neq 0 \) and \( x = y = 0 \) are similarly treated.

The next lemma will be used in the proof of the continuity theorem.

3.3. Lemma. Let \( \mathcal{S} \subseteq \mathcal{B}(\mathcal{H}) \) be a subspace and let \([x_0, y_0]\) be a regular pair in \([\mathcal{S}]\). Then there are \( \varepsilon > 0 \), a basis \((S_1, \ldots, S_n)\) in \( \mathcal{S} \) and two functions \( x, y: B(S_1, \varepsilon) \times \)
$\ldots \times B(S_n, \varepsilon) \to \mathcal{H}$ satisfying:

(i) $x(T_1, \ldots, T_n)$ (respectively $y(T_1, \ldots, T_n)$) is analytic (respectively anti-analytic) with respect to the entries of $T_1, \ldots, T_n$.

(ii) $x(S_1, \ldots, S_n) = x_0, \ y(S_1, \ldots, S_n) = y_0.$

(iii) $(T_i x(T_1, \ldots, T_n), y(T_1, \ldots, T_n)) = 0$ for $1 \leq i \leq n$ and $(T_1, \ldots, T_n) \in B(S_1, \varepsilon) \times \ldots \times B(S_n, \varepsilon)$.

Proof. Let $(S_1, \ldots, S_n)$ be a basis of $\mathcal{S}$ such that $S_1, \ldots, S_q$ is a basis of \{ $S \in \mathcal{S}$ : $S x_0 = 0$ \} (if the latter space is \{0\}, take $q = 0$).

Consider the system of equations

$f(T_i, \lambda_1, \ldots, \lambda_n) = 0 \quad 1 \leq i \leq n$

where

$f(T, \lambda_1, \ldots, \lambda_n) = \left( T \left( x_0 + \sum_{j=1}^{q} \lambda_j S_j x_0 \right), y_0 + \sum_{j=q+1}^{n} \lambda_j S_j x_0 \right)$

is an analytic function of $\lambda_1, \ldots, \lambda_n$ and of the entries of $T$.

The lemma will be a direct consequence of the implicit function theorem, provided that the determinant of the matrix

$$\frac{\partial f}{\partial \lambda_j} (S_i, 0, \ldots, 0)_{1 \leq i, j \leq n}$$

is different from 0.

But the above determinant is equal, up to sign, to the product of the Gram determinant of the vectors $S_1^* y_0, \ldots, S_q^* y_0$ and the Gram determinant of the vectors $S_{q+1} x_0, \ldots, S_n x_0$. The former is nonzero by the regularity of $\mathcal{S}$, while the latter is nonzero by the choice of $S_1, \ldots, S_n$. The lemma is proved.

3.4. Theorem. Regular reflexive subspaces of $B(\mathcal{H})$ (dim $\mathcal{H} < \infty$) are points of continuity for the distance constant function. In particular, such a subspace is an interior point in the set of reflexive subspaces of $B(\mathcal{H})$.

Proof. Let $\mathcal{S} \subset B(\mathcal{H})$ be reflexive, regular, dim $\mathcal{S} = n$ and let $\varepsilon > 0$ be arbitrary.

Since $[\mathcal{S}]_2$ is compact, choose $[x_1, y_1], \ldots, [x_p, y_p]$ in $[\mathcal{S}]_2$ such that for every $[x, y] \in [\mathcal{S}]_2$ there is $1 \leq i \leq p$ with

$$\|x - x_i\| \leq \varepsilon, \quad \|y - y_i\| \leq \varepsilon.$$ 

By hypothesis, the $[x_i, y_i]$'s can be taken to be regular. By Lemma 3.3 applied to each $[x_i, y_i], 1 \leq i \leq p$, there are $\varepsilon_i > 0$, a basis $(S_1^i, \ldots, S_n^i)$ in $\mathcal{S}$, and functions $x^i, y^i : B(S_1^i, \varepsilon_i) \times \ldots \times B(S_n^i, \varepsilon_i) \to \mathcal{H}$ as in Lemma 3.3.
We may also assume that \( \|S_i^k\| = 1 \) for \( 1 \leq i \leq p, 1 \leq k \leq n \), and that the \( \varepsilon_i \)'s are small enough so that any system \((T_i^1, \ldots, T_i^n) \in B(S_i^1, \varepsilon_i) \times \cdots \times B(S_i^n, \varepsilon_i) \) is linearly independent and verifies

\[
\|x^i(T_1, \ldots, T_n) - x_i\| \leq \varepsilon/2
\]

\[
\|y^i(T_1, \ldots, T_n) - y_i\| \leq \varepsilon/2.
\]

Define \( \delta(\varepsilon) = \min\{\varepsilon, \varepsilon_1, \ldots, \varepsilon_p\} \).

Let now \( \mathcal{I} \subset \mathcal{B}(H) \) be an \( n \)-dimensional subspace such that \( \text{dist}(\mathcal{I}, \mathcal{S}) < \delta(\varepsilon) \).

Choose \( T_k^i \in \mathcal{I} \) such that \( \|S_i^k - T_k^i\| < \delta(\varepsilon) \) for \( 1 \leq i \leq p, 1 \leq k \leq n \). Let

\[
\bar{x}_i = \frac{x^i(T_1, \ldots, T_n)}{\|x^i(T_1, \ldots, T_n)\|}, \quad \bar{y}_i = \frac{y^i(T_1, \ldots, T_n)}{\|y^i(T_1, \ldots, T_n)\|},
\]

hence \( [\bar{x}_i, \bar{y}_i] \in \mathcal{I}_2 \) and \( \|\bar{x}_i - x_i\| \leq \varepsilon, \|\bar{y}_i - y_i\| \leq \varepsilon \).

If \( A \in \mathcal{B}(H) \) is arbitrary, then

\[
\text{dist}(A, \mathcal{I}) \leq \text{dist}(A, \mathcal{S}) + 2\|A\|\text{dist}(\mathcal{I}, \mathcal{S}) \leq \]

\[
\leq K(\mathcal{S})\sup\{(Ax, y); [x, y] \in [\mathcal{S}]_2\} + 2\varepsilon\|A\| \leq \]

\[
\leq K(\mathcal{S}) \sup_{1 \leq i \leq p} \{(Ax_i, y_i)\} + 4\varepsilon K(\mathcal{S})\|A\| \leq \]

\[
\leq K(\mathcal{S}) \sup_{1 \leq i \leq p} \{(A\bar{x}_i, \bar{y}_i)\} + 6\varepsilon K(\mathcal{S})\|A\| \leq \]

\[
\leq K(\mathcal{S})\sup\{(Ax, y); [x, y] \in [\mathcal{I}]_2\} + 6\varepsilon K(\mathcal{S})\|A\|.
\]

Replacing in the above inequality \( A \) by \( A - T \) with \( T \in \mathcal{I} \) we get \( \text{dist}(A, \mathcal{I}) \leq \)

\[
\leq K(\mathcal{I})\sup\{(Ax, y); [x, y] \in [\mathcal{I}]_2\} + 6\varepsilon K(\mathcal{S})\text{dist}(A, \mathcal{I}), \text{ hence } K(\mathcal{I}) \leq \frac{K(\mathcal{S})}{1 - 6\varepsilon K(\mathcal{S})}
\]

if \( \text{dist}(\mathcal{I}, \mathcal{S}) < \delta(\varepsilon) \). This implies that \( \mathcal{I} \) is reflexive and that \( \mathcal{S} \) is a point of upper semicontinuity for the distance constant function. Since the lower semicontinuity was already established, the proof is complete.

We return now to the case when the Hilbert space \( H \) is arbitrary. A CSL algebra is a reflexive subalgebra \( \mathcal{A} \subset \mathcal{B}(H) \) with commutative invariant subspace lattice \( \text{Lat} \mathcal{A} = \{P \in \mathcal{B}(H) ; (I - P) \mathcal{A}P = \{0\}\} \).

3.5. PROPOSITION. Every CSL algebra is a point of continuity for the restriction of the distance constant function to the class of Banach subalgebras of \( \mathcal{B}(H) \).
Proof. The main ingredient is the following result due to M. D. Choi and K. R. Davidson ([3] and [4]):

"If \( \mathcal{A} \subset \mathcal{B}(\mathcal{H}) \) is a CSL-algebra then there is a constant \( c > 0 \) such that for enough small \( \varepsilon > 0 \) and for every Banach subalgebra \( \mathcal{B} \subset \mathcal{B}(\mathcal{H}) \), dist(\( \mathcal{A}, \mathcal{B} \)) \( \leq \varepsilon \) entails the existence of a lattice isomorphism \( \varphi: \text{Lat } \mathcal{A} \rightarrow \text{Lat } \mathcal{B} \) with \( \| P - \varphi(P) \| \leq c \varepsilon \) for every \( P \) in \( \text{Lat } \mathcal{A} \)."

From this point the proof is similar to the last part of the proof of 3.4, so we shall omit it.

4. SOME EXAMPLES

4.1. It was proved in [9] that one-dimensional subspaces of \( \mathcal{B}(\mathcal{H}) \) are hyperreflexive. Hence, Theorem 3.4 shows that the distance constant function is continuous on the set of one dimensional subspaces of \( \mathcal{B}(\mathcal{H}) \), at least in the situation \( \dim \mathcal{H} < \infty \). It seems to be not known whether there are one-dimensional subspaces \( \mathcal{S} \) with \( K(\mathcal{S}) \neq 1 \).

The following notion turns out to be useful in the study of the continuity points of the distance constant function.

4.2. Definition. Call two subspaces \( \mathcal{S}, \mathcal{T} \subset \mathcal{B}(\mathcal{H}) \) equivalent if there are two unitary operators \( U \) and \( V \) such that either \( \mathcal{T} = U\mathcal{S}V \) or \( \mathcal{T} = U\mathcal{S}^*V \).

4.3. Proposition. (i) A subspace equivalent to a reflexive subspace is reflexive. 
(ii) Equivalent reflexive subspaces have the same distance constant.

The proof is easily obtained from Lemma 2.1.

4.4. As an example of equivalence, consider the following situation. In [8] Kraus and Larson showed that the subspace \( \mathcal{S} = \bigoplus_{n \geq 1} \mathcal{S}_n \) of \( \mathcal{B}(\bigoplus_{n \geq 1} \mathbb{C}^2) \) where \( \mathcal{S}_n \) consists of all matrices

\[
\begin{pmatrix}
0 & \lambda \\
\mu & -n(\lambda + \mu)
\end{pmatrix}
\]

with \( \lambda, \mu \in \mathbb{C} \)

is a reflexive subspace with infinite distance constant. \( \mathcal{S} \) itself is not a subalgebra; it is however equivalent to a subalgebra which turns out to be, by virtue of Proposition 4.1 a reflexive algebra with infinite distance constant.

The equivalence is obtained by remarking that \( \mathcal{S}_n = U_n \mathcal{A}_n \) where \( \mathcal{A}_n \) is the algebra of operators

\[
\begin{pmatrix}
\lambda & \mu \\
0 & \lambda + \frac{1}{n} \mu
\end{pmatrix}, \quad \lambda, \mu \in \mathbb{C} \quad \text{and} \quad U_n = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

The fact that \( \mathcal{A} \), and hence \( \mathcal{S} \), is not hyperreflexive can also be obtained without resorting to any distance estimate, directly from 2.2.
4.5. In order to illustrate the general theory exposed in Sections 2 and 3, we shall investigate the points of continuity of the distance constant function defined on the set of all subspaces of $\mathcal{B}(C^2)$. By virtue of 4.1, only the cases $\dim \mathcal{S} = 2$ and $\dim \mathcal{S} = 3$ are to be considered. It follows from Theorem 2.2 that the function under consideration is continuous at every $\mathcal{S} \subset \mathcal{B}(C^2)$ with $K(\mathcal{S}) = \infty$: hence we have to study its behaviour only at the reflexive subspaces of $\mathcal{B}(C^2)$.

4.6. Every reflexive three-dimensional subspace $\mathcal{S}$ of $\mathcal{B}(C^2)$ is equivalent to the algebra $\mathcal{A}$ of all matrices $\begin{pmatrix} \lambda & \mu \\ 0 & v \end{pmatrix}$ with $\lambda, \mu, v \in \mathbb{C}$; consequently, $K(\mathcal{S}) = 1$ by 4.3 and [1]. If $\mathcal{A}_n$ denotes the non-reflexive subspace of all matrices $\begin{pmatrix} \lambda/\mu_n & \mu \\ 0 & v \end{pmatrix}$ with $\lambda, \mu, v \in \mathbb{C}$, then $\lim_{n \to \infty} \text{dist}(\mathcal{A}_n, \mathcal{A}) = 0$. Hence, the distance constant function is discontinuous at every reflexive three-dimensional subspace of $\mathcal{B}(C^2)$; however, its restriction to the set of reflexive three-dimensional subspaces is constant, and hence continuous on that set.

4.7. In order to study the case $\dim \mathcal{S} = 2$, we introduce the subspaces $\mathcal{S}_{\alpha, \beta}$ for $\alpha, \beta$ positive real numbers. $\mathcal{S}_{\alpha, \beta}$ is the set of all matrices $\begin{pmatrix} \lambda & \mu \\ 0 & \alpha \lambda + \beta \mu \end{pmatrix}$, $\lambda, \mu \in \mathbb{C}$.

It is not difficult to see that every reflexive two-dimensional subspace of $\mathcal{B}(C^2)$ is equivalent to one and only one of the subspaces listed below:

a) the subspaces $\mathcal{S}_{\alpha, \beta}$ with $\alpha > 0$, $\beta > 0$;

b) the subspace $\mathcal{S}_{0, 0}$;

c) the subalgebra of all matrices $\begin{pmatrix} \lambda & 0 \\ 0 & \mu \end{pmatrix}$, $\lambda, \mu \in \mathbb{C}$. All subspaces occurring in a) and c) are regular. Consequently, the distance constant function is continuous at these subspaces by Theorem 3.4, and hence, it is continuous at every subspace equivalent to one of the above indicated, by 4.3.

On the other side, the distance constant function is discontinuous at $\mathcal{S}_{0, 0}$, and hence, at every subspace equivalent to it. This happens because $\lim_{n \to \infty} \text{dist}(\mathcal{S}_{0, 0}, \mathcal{S}_{n^{-1}, 0}) = 0$ and $K(\mathcal{S}_{n^{-1}, 0}) = \infty$. We shall see that, unlike the case of three-dimensional subspaces, the restriction of the distance constant function to the set of two dimensional reflexive subspaces of $\mathcal{B}(C^2)$ is discontinuous at $\mathcal{S}_{0, 0}$. Indeed, $\lim_{n \to \infty} \text{dist}(\mathcal{S}_{0, 0}, \mathcal{S}_{n^{-1}, n^{-2}}) = 0$ while $\lim_{n \to \infty} K(\mathcal{S}_{n^{-1}, n^{-2}}) = \infty$, as follows from the next lemma.

4.8. **Lemma.** $K(\mathcal{S}_{\alpha, \beta}) \geq (\alpha + 1)^2 + \beta^2 - \frac{1}{2} \min \left\{ \left( 1 + \frac{\beta^2}{\alpha^2} \right)^{1/2} \left( 1 + \frac{1}{\beta^2} \right)^{1/2}, \frac{\alpha}{\beta}|\alpha| \right\}$ for $\alpha, \beta > 0$, $\alpha \neq 1$. 
Proof: Let $e_1, e_2$ be the canonical basis in $\mathbb{C}^2$.

Any couple of vectors in $[\mathcal{S}_{\alpha, \beta}]$ is equal, up to multiplication by scalars, to $[e_1, e_2]$ or to

$$[\alpha(\alpha^2 + \beta^2)^{-1/2}e_1 + \beta(\alpha^2 + \beta^2)^{-1/2}e_2, \beta(1 + \beta^2)^{-1/2}e_1 - (1 + \beta^2)^{-1/2}e_2].$$

It $T = \begin{pmatrix} 0 & 0 \\ c & 1 \end{pmatrix}$ where $c = \beta - \frac{\beta}{\alpha}$ then

$$\sup\{\|Tx, y\|; [x, y] \in [\mathcal{S}_{\alpha, \beta}]\} = \max\left\{\left(1 + \frac{\beta^2}{\alpha^2}\right)^{-1/2}, \left(1 + \frac{1}{\beta^2}\right)^{-1/2}, \frac{\beta|\alpha - 1|}{\alpha}\right\},$$

$$\text{dist}(T, \mathcal{S}_{\alpha, \beta}) = \sup\{||\text{trace } XT|; X \in (\mathcal{S}_{\alpha, \beta})_1 \ |X|_1 \leq 1\} \geq$$

$$\geq \left|\text{trace} \begin{pmatrix} 0 & 0 \\ c & 1 \end{pmatrix} \begin{pmatrix} -\alpha & 0 \\ -\beta & 1 \end{pmatrix} \right| \left(\left\|\begin{pmatrix} -\alpha & 0 \\ -\beta & 1 \end{pmatrix}\right\|_1\right)^{-1} = \left((\alpha + 1)^2 + \beta^2\right)^{-1/2},$$

which concludes the proof.

4.9. We have seen (3.5) that the restriction of the distance constant function to the set of all subalgebras of $\mathcal{B}(\mathcal{H})$ is continuous at every CSL-algebra.

In general, a CSL-algebra is not a point of continuity for the (unrestricted) distance constant function. An example is provided by 4.6. Note that the CSL-algebra considered there is actually a nest algebra.

There are, however, CSL-algebras which are points of continuity for the unrestricted distance constant function. For instance, the algebra $\mathcal{D}_n$ of all diagonal $n \times n$ matrices is a regular CSL-algebra of $\mathcal{B}(\mathcal{C}^n)$, hence a point of continuity by Theorem 3.4.

By taking into account 3.2, it is not difficult to see that actually every subalgebra of $\mathcal{D}_n$ (not necessarily unital) is also regular.

On the other hand, there are, at least in the case $\dim \mathcal{H} < \infty$, subalgebras of $\mathcal{B}(\mathcal{H})$ of arbitrary large dimension which are points of continuity for the (unrestricted) distance constant function, although they are not CSL-algebras.

This is a consequence of Theorem 3.4 and Proposition 3.2 applied repeatedly to the algebras $\mathcal{S}_{1, \beta}$ ($\beta \neq 0$) introduced in 4.7.
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