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ABSTRACT. We present a semi-Fredholm theory for Wiener–Hopf plus/minus Hankel operators acting between $L^2$ Lebesgue spaces, and having piecewise almost periodic Fourier symbols. This means conditions to ensure the Fredholm property and one-sided invertibility of these operators. This is based on some mean values of the representatives at infinity of the Fourier symbols as well as on the discontinuities of certain auxiliary functions. A formula for the sum of the Fredholm indices of these Wiener–Hopf plus and minus Hankel operators is also obtained, and interpreted upon different cases of symmetries of the discontinuities of the Fourier symbols. Several examples are presented, and the (both-sided) invertibility of the operators in study is also discussed.


INTRODUCTION

Motivated by the known semi-Fredholm theory for Wiener–Hopf operators with piecewise almost periodic Fourier symbols (see Theorem 3.1 below, and [6], [7], [34]), and by the attention that has been devoted to Wiener–Hopf plus/minus Hankel operators (cf. [2], [4], [9], [11], [12], [14], [17], [18], [19], [20], [21], [23], [25], [26], [27], [28], [32]), in the present paper we obtain a semi-Fredholm theory for both Wiener–Hopf plus Hankel and Wiener–Hopf minus Hankel operators (with such kind of Fourier symbols).

We will call Wiener–Hopf–Hankel operators both Wiener–Hopf plus Hankel and Wiener–Hopf minus Hankel operators (cf. also [23], [24], [33]).

Most of the interest in Wiener–Hopf–Hankel operators is due to the mathematical physics applications where these operators arise (cf. [12], [13], [24], [33]). Although we may say that the theory of Wiener–Hopf–Hankel operators is well
developed for some classes of Fourier symbols (like the case of continuous or piecewise continuous functions), this is not the case for elements in the piecewise almost periodic class.

In Section 3, Theorem 3.2, conditions are provided to ensure the Fredholm property, and the lateral invertibility of the operators in study. This may be viewed as a generalization of the Sarason’s type theorem for Wiener–Hopf plus Hankel operators. To achieve that result, we make use of several types of operator relations, a Fourier symbol decomposition, and appropriate mean motions and geometric mean values.

In this way, after the first section where several necessary notions are introduced, Section 2 presents a relation between Wiener–Hopf–Hankel operators and Wiener–Hopf operators, while in Section 3 we develop the above mentioned semi-Fredholm criterion for Wiener–Hopf–Hankel operators with piecewise almost periodic Fourier symbols. In the last section, a formula for the sum of the Fredholm indices of those Wiener–Hopf plus Hankel and Wiener–Hopf minus Hankel operators is obtained (based on some geometrical concepts). Moreover, the initial formula is also interpreted and simplified in three distinct cases (depending on the discontinuities of the Fourier symbol of the operators). Examples are provided in the last section to help in the interpretation of such index formula. At the end, a condition that ensures the invertibility of the operators in study is also exhibited.

1. PRELIMINARIES

In this section the formal definitions of our main objects are introduced.

We will consider operators defined in the framework of the $L^2(\mathbb{R})$ Banach space (of complex-valued Lebesgue measurable functions $\varphi$ on $\mathbb{R}$ for which $|\varphi|^2$ is integrable). The Wiener–Hopf plus/minus Hankel operators in study have the form

$$W_{\varphi} = r_+ F^{-1} \phi \cdot F : L^2_+(\mathbb{R}) \to L^2(\mathbb{R}_+),$$

$$H_{\varphi} = r_+ F^{-1} \phi \cdot F J : L^2_+(\mathbb{R}) \to L^2(\mathbb{R}_+),$$

respectively. Here $L^2_+(\mathbb{R})$ denotes the subspace of $L^2(\mathbb{R})$ formed by all the functions supported in the closure of $\mathbb{R}_+ := (0, +\infty)$, $r_+$ represents the restriction operator from $L^2_+(\mathbb{R})$ into $L^2(\mathbb{R}_+)$, $F$ denotes the Fourier transformation, $J$ is the reflection operator given by the rule $J\varphi(x) = \bar{\varphi}(x) := \varphi(-x)$, $x \in \mathbb{R}$, and $\phi$ belongs to the algebra of the piecewise almost periodic functions on $\mathbb{R}$. For defining this algebra we first need to introduce several notions.

Let $AP$ be the algebra of almost periodic functions (see [3], [5], [16]), defined as the smallest closed subalgebra of $L^\infty(\mathbb{R})$ that contains all the functions $e^{i\lambda x}$ ($\lambda \in \mathbb{R}$).
where \( e_\lambda(x) := e^{i\lambda x}, \; x \in \mathbb{R} \). Consider the \( C^* \)-algebra of all (bounded) piecewise continuous functions on \( \mathbb{R} := \mathbb{R} \cup \{ \infty \} \) (usually denoted by \( PC \) or \( PC(\mathbb{R}) \)) as being the algebra of all functions \( \psi \in L^\infty(\mathbb{R}) \) for which the one-sided limits

\[
\psi(x_0 - 0) := \lim_{x \to x_0 - 0} \psi(x), \quad \psi(x_0 + 0) := \lim_{x \to x_0 + 0} \psi(x)
\]

exist for each \( x_0 \in \mathbb{R} \). By convention, we take

\[
\psi(\infty - 0) := \psi(+\infty) = \lim_{x \to +\infty} \psi(x), \quad \psi(\infty + 0) := \psi(-\infty) = \lim_{x \to -\infty} \psi(x).
\]

Since we identify functions which differ only on null measure sets, for \( \psi \in PC \) we can assume that \( \psi(x - 0) = \psi(x) \), for all \( x \in \mathbb{R} \). This means that it is enough to consider piecewise continuous functions which are always continuous from the left. Furthermore, we will also use the sub-class \( PC_0 := \{ \psi \in PC : \psi(\pm \infty) = 0 \} \).

The \( C^* \)-algebra of piecewise almost periodic functions on \( \mathbb{R} \) (denoted by \( PAP \)) is by definition the collection of all functions of the form

(1.3) \( \phi = (1 - u)\phi_l + u\phi_r + \phi_0 \),

where \( \phi_l, \phi_r \in AP \), \( \phi_0 \in PC_0 \) and \( u \in C(\mathbb{R}) \) satisfying \( u(-\infty) = 0 \) and \( u(+\infty) = 1 \). \( C(\mathbb{R}) \) denotes the set of all (bounded) continuous (complex-valued) functions on \( \mathbb{R} \) with a possible jump at \( \infty \). From the definition of piecewise almost periodic functions, it can be shown that \( PAP \) is the algebra generated by \( AP \) and \( PC \), i.e.,

\( PAP = \text{alg}(AP, PC) \).

Since the functions \( \phi_l \) and \( \phi_r \) given by (1.3) belong to \( AP \), they are called the almost periodic representatives of \( \phi \) at \( -\infty \) and \( +\infty \), respectively. Having in mind that some of the further results will be obtained due to certain characteristics of the almost periodic representatives of the Fourier symbol of the operators, we need to introduce some additional well-known notions about \( AP \) functions. Namely, for \( \phi \in AP \), the Bohr mean value of \( \phi \) is defined as

\[
M(\phi) := \lim_{a \to \infty} \frac{1}{|I_a|} \int_I \phi(x)dx,
\]

where \( \{ I_a \}_{a \in A} = \{(x_a, y_a)\}_{a \in A} \) is a family of intervals \( I_a \subset \mathbb{R} \) such that \( |I_a| = y_a - x_a \to \infty \), as \( a \to \infty \) (for an unbounded set \( A \subset \mathbb{R}_+ \)). The Bohr mean value of a function in \( AP \) exists always, is finite, and is independent of the particular choice of the family \( \{ I_a \}_{a \in A} \).

From now on, we will use the notation \( GB \) for the group of all invertible elements of a Banach algebra \( B \). By Bohr’s theorem, for each \( \phi \in GAP \) there exist a real number \( \kappa(\phi) \), and a function \( \psi \in AP \) such that

\[
\phi = e^{\kappa(\phi)}e^\psi.
\]

The real number \( \kappa(\phi) \) is uniquely determined, and usually called the mean motion of \( \phi \). The number

\[
d(\phi) := e^{M(\psi)}
\]
is called the geometric mean value of $\phi$. If $\kappa(\phi) = 0$, we may represent $d(\phi)$ as

$$d(\phi) = e^{M(\log \phi)}$$

where $\log \phi$ is any function in $AP$ for which $\phi = e^{\log \phi}$.

The $C^*$-algebra of the semi-almost periodic functions on $\mathbb{R}$ (denoted by $SAP$) is by definition the smallest closed subalgebra of $L^\infty(\mathbb{R})$ that contains $AP$ and $C(\mathbb{R})$. For the case of invertible elements in $PAP$, we can find in Proposition 3.15 of [6] the following alternative representation to (1.3) (cf. also Section 9.26 of [7]): If $\phi \in GPAP$, then there exist $\varphi \in GSAP$ and $\psi \in GPC$ satisfying $\psi(-\infty) = \psi(+\infty) = 1$ such that

(1.4) \hspace{1cm} \phi = \varphi \psi.$$

On the other hand, taking into account the characterization (1.3) of $\phi \in PAP$, we define by

(1.5) \hspace{1cm} \kappa_l(\phi) := \kappa(\phi_l), \quad \kappa_r(\phi) := \kappa(\phi_r), \quad d_l(\phi) := d(\phi_l), \quad d_r(\phi) := d(\phi_r)$

the left and right mean motions, and the left and right geometric mean values of $\phi$, respectively.

2. RELATIONS BETWEEN WIENER–HOPF–HANKEL AND WIENER–HOPF OPERATORS, AND SOME OF THEIR CONSEQUENCES

In this section, following the spirit of the Gohberg–Krupnik–Litvinchuk identity (cf. [19], [21], [22], [28]), we will describe some relations between Wiener–Hopf–Hankel operators and Wiener–Hopf operators (based also on certain paired operators). In the next section these relations will be very important in obtaining the semi-Fredholm criterion for the Wiener–Hopf–Hankel operators in study.

We will first recall different types of operator relations.

Let us consider two bounded linear operators $T : X_1 \to X_2$ and $S : Y_1 \to Y_2$, acting between Banach spaces. The operators $T$ and $S$ are said to be equivalent, and we will denote this by $T \sim S$, if there are two boundedly invertible linear operators, $E : Y_2 \to X_2$ and $F : X_1 \to Y_1$, such that

(2.1) \hspace{1cm} T = ESF.$$

It directly follows from (2.1) that if two operators are equivalent, then they belong to the same regularity class [8], [10], [31]. Namely, one of these operators is invertible, one-sided invertible, Fredholm, $n$-normal, $d$-normal or (only) normally solvable, if and only if the other operator enjoys the same property. Recall that a bounded linear operator $A : X \to Y$, acting between Banach spaces, is said to be normally solvable if $\text{Im} A$ is closed. In this case, the cokernel of $A$ is defined as $\text{Coker} A := Y/\text{Im} A$. For a normally solvable operator $A$, the deficiency numbers of $A$ are defined by

$$n(A) := \dim \text{Ker} A, \quad d(A) := \dim \text{Coker} A.$$
If at least one of the deficiency numbers is finite, the (normally solvable) operator $A$ is said to be a semi-Fredholm operator. A semi-Fredholm operator is said to be a Fredholm operator if $n(A)$ and $d(A)$ are finite, $n$-normal if $n(A)$ is finite, and $d$-normal if $d(A)$ is finite. In the case where only one of the deficiency numbers is finite, the (normally solvable) operator $A$ is said to be a properly semi-Fredholm operator. In this case, the operator $A$ is said to be properly $n$-normal if $n(A)$ is finite and $d(A)$ is infinite, and properly $d$-normal if $d(A)$ is finite and $n(A)$ is infinite. If $A$ is a Fredholm operator, the Fredholm index of $A$ is defined by

$$\text{Ind} A := n(A) - d(A).$$

Concerning additional operator relations, in [10] was introduced the so-called $\Delta$-relation after extension for bounded linear operators acting between Banach spaces, e.g. $T : X_1 \rightarrow X_2$ and $S : Y_1 \rightarrow Y_2$. Namely, we say that $T$ is $\Delta$-related after extension with $S$ if there is a bounded linear operator acting between Banach spaces $T_{\Delta} : X_{1\Delta} \rightarrow X_{2\Delta}$ and invertible bounded linear operators $E$ and $F$, such that

$$\begin{bmatrix} T & 0 \\ 0 & T_{\Delta} \end{bmatrix} = E \begin{bmatrix} S & 0 \\ 0 & I_Z \end{bmatrix} F,$$

where $Z$ is an additional Banach space and $I_Z$ represents the identity operator in $Z$. In the particular case where $T_{\Delta} : X_{1\Delta} \rightarrow X_{2\Delta} = X_{1\Delta}$ is the identity operator, we say that $T$ and $S$ are equivalent after extension operators, and we will denote this by $T \sim S$ (cf. [1]).

**Lemma 2.1.** Let $\phi \in GL^\infty(\mathbb{R})$. The Wiener–Hoff plus Hankel operator $W_{\phi} + H_{\phi}$ is $\Delta$-related after extension with the Wiener–Hoff operator $W_{\phi^2}^{-1}$. 

**Proof.** We start by extending $W_{\phi} + H_{\phi}$ on the left by the zero extension operator $\ell_0 : L^2_\sigma(\mathbb{R}_+) \rightarrow L^2_\sigma(\mathbb{R})$, and therefore obtaining

$$W_{\phi} + H_{\phi} \sim \ell_0(W_{\phi} + H_{\phi}) : L^2_\sigma(\mathbb{R}) \rightarrow L^2_\sigma(\mathbb{R}).$$

Choosing the notation $P_+ = \ell_0 r_+$ and $P_- = I_{L^2(\mathbb{R})} - P_+$, we will now extend

$$\ell_0(W_{\phi} + H_{\phi}) = P_+ \mathcal{F}^{-1}(\phi \cdot + \phi \cdot J) \mathcal{F} |_{P_+L^2(\mathbb{R})}$$

to the full $L^2(\mathbb{R})$ space by using the identity in $L^2(\mathbb{R})$. Here and in what follows, $L^2(\mathbb{R})$ will denote the subspace of $L^2(\mathbb{R})$ formed by all the functions supported in the closure of $\mathbb{R}_- := (-\infty, 0]$. Next, we will extend the obtained operator to $[L^2(\mathbb{R})]^2$ with the help of the auxiliary paired operator

$$T_{\phi} = \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ + P_- : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}).$$

Altogether, we have

$$\begin{bmatrix} \ell_0(W_{\phi} + H_{\phi}) & 0 \\ 0 & I_{P_-L^2(\mathbb{R})} \end{bmatrix} = E_1 \mathcal{W}_1 F_1$$

(2.5)
with
\[
E_1 = \frac{1}{2} \begin{bmatrix} I_{L^2(\mathbb{R})} & J \\ I_{L^2(\mathbb{R})} & -J \end{bmatrix},
\]
\[
F_1 = \begin{bmatrix} I_{L^2(\mathbb{R})} & I_{L^2(\mathbb{R})} \\ J & -J \end{bmatrix} \begin{bmatrix} I_{L^2(\mathbb{R})} - P_\phi^{-1}(\phi \cdot -\phi \cdot J) \mathcal{F}P_+ & 0 \\ 0 & I_{L^2(\mathbb{R})} \end{bmatrix},
\]
\[
\mathcal{W}_1 = \begin{bmatrix} \mathcal{F}^{-1}\phi \cdot \mathcal{F} & 0 \\ \mathcal{F}^{-1}\phi \cdot \mathcal{F} & 1 \end{bmatrix} P_+ + \begin{bmatrix} 1 & \mathcal{F}^{-1}\phi \cdot \mathcal{F} \\ 0 & \mathcal{F}^{-1}\phi \cdot \mathcal{F} \end{bmatrix} P_- = \begin{bmatrix} 1 & \mathcal{F}^{-1}\phi \cdot \mathcal{F} \\ 0 & \mathcal{F}^{-1}\phi \cdot \mathcal{F} \end{bmatrix} (\mathcal{F}^{-1}\Psi \cdot \mathcal{F}P_+ + P_-)
\]

where in this definition of operator \( \mathcal{W}_1 \) we are using \( P_\pm \) defined in \( [L^2(\mathbb{R})]^2 \) and
\[
\Psi := \begin{bmatrix} 0 & -\phi \phi^{-1} \\ 1 & \phi^{-1} \end{bmatrix}.
\]

We point out that the paired operator
\[
I_{[L^2(\mathbb{R})]^2} + P_- \mathcal{F}^{-1}\Psi \cdot \mathcal{F}P_+ : [L^2(\mathbb{R})]^2 \to [L^2(\mathbb{R})]^2
\]
used above is an invertible operator with inverse given by
\[
I_{[L^2(\mathbb{R})]^2} - P_- \mathcal{F}^{-1}\Psi \cdot \mathcal{F}P_+ : [L^2(\mathbb{R})]^2 \to [L^2(\mathbb{R})]^2.
\]

Therefore, we have just explicitly demonstrated that \( W_\phi + H_\phi \) is \( \Delta \)-related after extension with
\[
\mathcal{W}_\Psi := r_+ \mathcal{F}^{-1}\Psi \cdot \mathcal{F} : [L^2(\mathbb{R}_+)]^2 \to [L^2(\mathbb{R}_+)]^2.
\]

Furthermore, we have
\[
\begin{bmatrix} W_\phi & 0 \\ 0 & I_{L^2(\mathbb{R}_+)} \end{bmatrix} = \mathcal{W}_\Psi \ell_0 r_+ \mathcal{F}^{-1} \begin{bmatrix} \phi^{-1} & 1 \\ -1 & 0 \end{bmatrix} \mathcal{F}\ell_0 : [L^2(\mathbb{R}_+)]^2 \to [L^2(\mathbb{R}_+)]^2
\]

which shows an explicit equivalence after extension relation between \( W_\phi \phi^{-1} \) and \( \mathcal{W}_\Psi \). This together with the \( \Delta \)-relation after extension between \( W_\phi + H_\phi \) and \( \mathcal{W}_\Psi \) concludes the proof. ■

From the definition of \( \Delta \)-relation after extension, we already know that being \( W_\phi + H_\phi \) \( \Delta \)-related after extension with \( W_\phi \phi^{-1} \), there will be a transfer of regularity properties from the Wiener–Hopf operator \( W_\phi \phi^{-1} \) to the Wiener–Hopf plus Hankel operator \( W_\phi + H_\phi \), and to the operator \( T_\phi \). Additionally, from an equivalence after extension relation between \( T_\phi \) and \( W_\phi - H_\phi \), it is also possible to transfer regularity properties from the Wiener–Hopf operator \( W_\phi \phi^{-1} \) to the Wiener–Hopf minus Hankel operator \( W_\phi - H_\phi \) as it is stated in the next result.
Corollary 2.2. Let \( \phi \in GL^\infty(\mathbb{R}) \). If the Wiener–Hopf operator \( W_{\phi\phi^{-1}} \) is invertible, left-invertible, right-invertible, Fredholm or normally solvable, then the Wiener–Hopf plus Hankel operator \( W_{\phi} + H_\phi \) and the Wiener–Hopf minus Hankel operator \( W_{\phi} - H_\phi \) have the same property as \( W_{\phi\phi^{-1}} \).

**Proof.** As a direct consequence of the \( \Delta \)-relation after extension between the Wiener–Hopf plus Hankel operator \( W_{\phi} + H_\phi \) and the Wiener–Hopf operator \( W_{\phi\phi^{-1}} \) (presented in Lemma 2.1), we have that \( W_{\phi} + H_\phi \) and \( T_\phi \) are invertible, left-invertible, right-invertible, Fredholm or normally solvable if the Wiener–Hopf operator \( W_{\phi\phi^{-1}} \) has the same property. To complete the proof, it is enough to show that \( T_\phi \) and \( W_{\phi} - H_\phi \) are equivalent after extension operators (as mentioned above), and so they will have the same regularity properties. To do that, we start by observing that \( T_\phi = \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ + P_- \) and \( P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ + P_- \) are equivalent operators:

\[
T_\phi = (P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ + P_-)(I_{L^2(\mathbb{R})} + P_- \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+).
\]

In fact, this is the case because the operator

\[
I_{L^2(\mathbb{R})} + P_- \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})
\]

used above is an invertible operator with inverse given by

\[
I_{L^2(\mathbb{R})} - P_- \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}).
\]

Attending now to the direct sum \( L^2(\mathbb{R}) = L^2_+(\mathbb{R}) \oplus L^2_-(\mathbb{R}) \), we may write

\[
P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ + P_- : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})
\]

in the matrix form

\[
\begin{bmatrix}
P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ & 0 \\
0 & P_-
\end{bmatrix} : L^2_+(\mathbb{R}) \oplus L^2_-(\mathbb{R}) \rightarrow L^2_+(\mathbb{R}) \oplus L^2_-(\mathbb{R}).
\]

Using \( P_- = I_{P_- L^2(\mathbb{R})} : L^2_-(\mathbb{R}) \rightarrow L^2_-(\mathbb{R}) \), it follows that

\[
P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ : L^2_+(\mathbb{R}) \rightarrow L^2_+(\mathbb{R})
\]

is equivalent after extension to

\[
P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ + P_- : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}).
\]

Recalling that \( P_+ = \ell_0 r_+ \), and taking into consideration the space where the operator \( P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ \) is acting, we have

\[
P_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} P_+ = \ell_0 r_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} : L^2_+(\mathbb{R}) \rightarrow L^2_+(\mathbb{R}).
\]

Finally, due to the fact that \( \ell_0 \) is invertible, it follows that

\[
\ell_0 r_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} : L^2_+(\mathbb{R}) \rightarrow L^2_+(\mathbb{R})
\]

is equivalent to

\[
r_+ \mathcal{F}^{-1}(\phi \cdot - \phi \cdot J) \mathcal{F} : W_{\phi} - H_\phi : L^2_+(\mathbb{R}) \rightarrow L^2(\mathbb{R}_+).
\]
Altogether, it holds the announced equivalence after extension relation:

\[(2.6) \quad T_\phi \sim^* W_\phi - H_\phi.\]

3. A FREDHOLM AND ONE-SIDED INVERTIBILITY CRITERION

From now on, consider \([c_1, c_2]\) to be the line segment in the complex plane between (and including) the endpoints \(c_1, c_2 \in \mathbb{C}\).

For Wiener–Hopf operators with semi-almost periodic symbols, Sarason developed a semi-Fredholm theory — known as the Sarason’s Theorem [29]. In the recent times, several generalizations of this result have been made. For instance, in [6] we find the following generalization of Sarason’s Theorem for Wiener–Hopf operators with piecewise almost periodic symbols:

**Theorem 3.1** (cf. Theorem 3.16 in [6], and Section 9.27 in [7]). Let \(\phi \in PAP\) and suppose \(\phi\) is not identically zero.

(i) If \(\phi \in G_{PAP}, \kappa_l(\phi) = \kappa_r(\phi) = 0\) and we have the following, then \(W_\phi\) is a Fredholm operator:

\[0 \not\in [d_l(\phi), d_r(\phi)] \cup \bigcup_{x \in \mathbb{R}} \{\phi(x - 0), \phi(x + 0)\}.\]

(ii) If \(\phi \in G_{PAP}, \kappa_l(\phi) \cdot \kappa_r(\phi) \geq 0, \kappa_l(\phi) + \kappa_r(\phi) > 0\) and we have the following, then \(W_\phi\) is properly \(n\)-normal and left-invertible:

\[0 \not\in \bigcup_{x \in \mathbb{R}} \{\phi(x - 0), \phi(x + 0)\}.\]

(iii) If \(\phi \in G_{PAP}, \kappa_l(\phi) \cdot \kappa_r(\phi) \geq 0, \kappa_l(\phi) + \kappa_r(\phi) < 0\) and we have the following, then \(W_\phi\) is properly \(d\)-normal and right-invertible:

\[0 \not\in \bigcup_{x \in \mathbb{R}} \{\phi(x - 0), \phi(x + 0)\}.\]

(iv) In all the other cases, the operator \(W_\phi\) is not normally solvable.

Motivated by this last result, we obtain here a semi-Fredholm theory for Wiener–Hopf–Hankel operators with piecewise almost periodic symbols \(\phi\) (based on the values of \(\kappa_l(\phi)\) and \(\kappa_r(\phi)\)). As we will see below, the addition and the subtraction of the Hankel operator to the Wiener–Hopf operator introduce several changes in the regularity properties of the Wiener–Hopf–Hankel operators.

**Theorem 3.2.** Let \(\phi \in G_{PAP}\).

(i) If \(\kappa_l(\phi) + \kappa_r(\phi) = 0\) and

\[0 \not\in \left[\frac{d_l(\phi)}{d_r(\phi)}, \frac{d_r(\phi)}{d_l(\phi)}\right] \cup \bigcup_{x \in \mathbb{R}} \{[(\phi \phi^{-1})(x - 0), (\phi \phi^{-1})(x + 0)]\},\]

then \(W_\phi + H_\phi\) and \(W_\phi - H_\phi\) are Fredholm operators.
where \( v \) is of the form 

\[
\begin{align*}
(3.1) \quad \phi &= e^{-\kappa(\phi_1)}d(\phi_1)e^{\omega_1}, \quad \phi_t = e^{-\kappa(\phi_t)}d(\phi_t)e^{\omega_t}
\end{align*}
\]

with \( \omega_1, \omega_t \in AP \) and \( M(\omega_1) = M(\omega_t) = 0 \). Thus,

\[
\begin{align*}
\phi &= (1 - u)d(\phi_1)e^{\omega_1} + ud(\phi_t)e^{\omega_t} + \phi_0.
\end{align*}
\]

In view of the transfer of regularity properties from the Wiener–Hopf plus Hankel operator \( W_{\phi_{\phi^{-1}}} \) to the Wiener–Hopf operator \( W_{\phi} + H_{\phi} \) and to the Wiener–Hopf minus Hankel operator \( W_{\phi} - H_{\phi} \) (stated in Corollary 2.2), we will now study the Wiener–Hopf operator \( W_{\phi_{\phi^{-1}}} \). Since

\[
\tilde{\phi} = (1 - \tilde{u})d(\phi_1)e^{-\kappa(\phi_1)}e^{\tilde{\omega}_1} + \tilde{u}d(\phi_t)e^{-\kappa(\phi_t)}e^{\tilde{\omega}_t} + \tilde{\phi}_0,
\]

we have

\[
\phi_{\phi^{-1}} = \frac{(1 - u)d(\phi_1)e^{\omega_1} + ud(\phi_t)e^{\omega_t} + \phi_0}{(1 - \tilde{u})d(\phi_1)e^{-\kappa(\phi_1)}e^{\tilde{\omega}_1} + \tilde{u}d(\phi_t)e^{-\kappa(\phi_t)}e^{\tilde{\omega}_t} + \tilde{\phi}_0}.
\]

By the definition of piecewise almost periodic function, we know that \( \phi_{\phi^{-1}} \) is of the form

\[
\phi_{\phi^{-1}} = (1 - v)(\phi_{\phi^{-1}})_1 + v(\phi_{\phi^{-1}})_r + (\phi_{\phi^{-1}})_0,
\]

where \( v \in C(\mathbb{R}) \) is such that \( v(-\infty) = 0 \) and \( v(+\infty) = 1 \), \( (\phi_{\phi^{-1}})_0 \in PC_0 \) and \( (\phi_{\phi^{-1}})_1, (\phi_{\phi^{-1}})_r \) are the almost periodic representatives of \( \phi_{\phi^{-1}} \) at \( \pm\infty \), and
given by
\[
(\phi \tilde{\phi}^{-1})_1 = \frac{d(\phi_1)}{d(\phi_2)}e^{\omega_1 + \omega_2}, \quad (\phi \tilde{\phi}^{-1})_r = \frac{d(\phi_r)}{d(\phi_1)}e^{\omega_1 - \omega_2}
\]
(cf. (3.1)). Because \(\omega_1, \omega_2 \in AP\) are such that \(M(\omega_1) = M(\omega_2) = 0\) (which additionally implies \(M(\omega_2) = M(\omega_2^*) = 0\), it results that
\[
\kappa((\phi \tilde{\phi}^{-1})_1) = \kappa((\phi \tilde{\phi}^{-1})_r) = \kappa(\phi_1) + \kappa(\phi_2),
\]
(3.2)
\[
\kappa((\phi \tilde{\phi}^{-1})_1) = \kappa((\phi \tilde{\phi}^{-1})_r) = \kappa(\phi_1) + \kappa(\phi_2),
\]
(3.3)
\[
d((\phi \tilde{\phi}^{-1})_1) = \frac{d(\phi_1)}{d(\phi_2)}, \quad d((\phi \tilde{\phi}^{-1})_r) = \frac{d(\phi_r)}{d(\phi_1)}.
\]

According to the definitions of left and right mean motions, and left and right geometric mean values of the piecewise almost periodic functions, one obtains
\[
\kappa_1(\phi \tilde{\phi}^{-1}) = \kappa_2(\phi \tilde{\phi}^{-1}) = \kappa_1(\phi) + \kappa_2(\phi),
\]
(3.4)
\[
d_1(\phi \tilde{\phi}^{-1}) = \frac{d_1(\phi)}{d_2(\phi)}, \quad d_2(\phi \tilde{\phi}^{-1}) = \frac{d_2(\phi)}{d_1(\phi)}.
\]
(3.5)

Applying now Theorem 3.1 to the Wiener–Hopf operator \(W_{\phi \tilde{\phi}^{-1}}\), it follows from (3.4) and (3.5) that: (a) if \(\kappa_1(\phi) + \kappa_2(\phi) = 0\) and
\[
0 \not\in \left[ \frac{d_1(\phi)}{d_2(\phi)} \right] \cup \bigcup_{x \in \mathbb{R}} [(\phi \tilde{\phi}^{-1})(x - 0), (\phi \tilde{\phi}^{-1})(x + 0)],
\]
then \(W_{\phi \tilde{\phi}^{-1}}\) is a Fredholm operator; (b) if \(\kappa_1(\phi) + \kappa_2(\phi) > 0\) and
\[
0 \not\in \bigcup_{x \in \mathbb{R}} [(\phi \tilde{\phi}^{-1})(x - 0), (\phi \tilde{\phi}^{-1})(x + 0)],
\]
then \(W_{\phi \tilde{\phi}^{-1}}\) is properly \(n\)-normal and left-invertible; (c) if \(\kappa_1(\phi) + \kappa_2(\phi) < 0\) and
\[
0 \not\in \bigcup_{x \in \mathbb{R}} [(\phi \tilde{\phi}^{-1})(x - 0), (\phi \tilde{\phi}^{-1})(x + 0)],
\]
then \(W_{\phi \tilde{\phi}^{-1}}\) is properly \(d\)-normal and right-invertible; and finally, (d) in all the other cases, the operator \(W_{\phi \tilde{\phi}^{-1}}\) is not normally solvable. Applying now Corollary 2.2, we obtain that: \(W_\phi + H_\phi\) and \(W_\phi - H_\phi\) are Fredholm operators, under the conditions of case (a); \(W_\phi + H_\phi\) and \(W_\phi - H_\phi\) are left-invertible, for the conditions of case (b); \(W_\phi + H_\phi\) and \(W_\phi - H_\phi\) are right-invertible, for the conditions of case (c). To arrive at the final assertion, we can interpret the \(A\)-relation after extension between the Wiener–Hopf plus Hankel operator \(W_\phi + H_\phi\) and the Wiener–Hopf operator \(W_\phi \tilde{\phi}^{-1}\) (presented in Lemma 2.1) as an equivalence after extension between \(\text{diag}[W_\phi + H_\phi, T_\phi]\) and \(W_\phi \tilde{\phi}^{-1}\). In this way, we get in cases (b) and (c) that \(\text{diag}[W_\phi + H_\phi, T_\phi]\) is properly \(n\)-normal or properly \(d\)-normal, respectively. This means that at least one the operators \(W_\phi + H_\phi\) and \(T_\phi\) is properly \(n\)-normal or properly \(d\)-normal, respectively. Considering now (2.6), the last proposition tells us that at least one the operators \(W_\phi + H_\phi\) and \(W_\phi - H_\phi\) is properly \(n\)-normal or properly
d-normal, if in the conditions of case (b) or case (c), respectively. In case (d), we have that \( \text{diag}[W_\phi + H_\phi, T_\phi] \) is not normally solvable, which implies that at least one the operators \( W_\phi + H_\phi \) and \( T_\phi \) is not normally solvable. From the equivalence after extension (2.6), it therefore follows that at least one the operators \( W_\phi + H_\phi \) and \( W_\phi - H_\phi \) is not normally solvable (in this case (d)).

**Remark 3.3.** We would like to point out the following details concerning the last result:

(i) Since \( d_1(\tilde{\phi}^{-1}) \) and \( d_r(\tilde{\phi}^{-1}) \) are inverses of each other (cf. (3.5)), the condition

\[
0 \notin \left[ \frac{d_1(\phi)}{d_r(\phi)} \right] \cdot \left[ \frac{d_r(\phi)}{d_l(\phi)} \right]^{-1}
\]

is satisfied if and only if \( d_1(\phi) / d_r(\phi) \) is such that \( \Re(e^{(d_1(\phi) / d_r(\phi))}) \neq 0 \).

(ii) From the above theorem and from Theorem 3.1, it follows that if \( \phi \in G_{PAP} \) is such that \( \kappa_1(\phi) \cdot \kappa_r(\phi) < 0 \), \( \kappa_l(\phi) + \kappa_r(\phi) \neq 0 \),

\[
0 \notin \bigcup_{x \in \mathbb{R}} [\phi(x - 0), \phi(x + 0)] \quad \text{and} \quad 0 \notin \bigcup_{x \in \mathbb{R}} [(\tilde{\phi}^{-1})(x - 0), (\tilde{\phi}^{-1})(x + 0)],
\]

then the Wiener–Hopf plus Hankel operator \( W_\phi + H_\phi \) and the Wiener–Hopf minus Hankel operator \( W_\phi - H_\phi \) are normally solvable although the Wiener–Hopf operator \( W_\phi \) is not normally solvable. In particular, this exemplifies the changes in the regularity properties of the Wiener–Hopf plus/minus Hankel operators by adding or subtracting the Hankel operator to the Wiener–Hopf operator.

(iii) Theorem 3.2 may be called a Sarason’s type theorem for Wiener–Hopf–Hankel operators since it describes the Fredholm nature of \( W_\phi + H_\phi \) and \( W_\phi - H_\phi \) based on the values of \( \kappa_1(\phi) \) and \( \kappa_r(\phi) \) when \( \phi \in G_{PAP} \) and

\[
0 \notin \bigcup_{x \in \mathbb{R}} [(\tilde{\phi}^{-1})(x - 0), (\tilde{\phi}^{-1})(x + 0)].
\]

4. Index Formula, Examples and Invertibility

4.1. Index Formula. In Example 3.25 of [18], T. Ehrhardt gave an example of a Toeplitz plus Hankel operator and a Toeplitz minus Hankel operator, with the same Fourier symbol but having different Fredholm indices. Considering the complex unit circle \( \mathbb{T} \), and the usual isometric isomorphism \( B_0 \) from \( L^\infty(\mathbb{R}) \) onto \( L^\infty(\mathbb{T}) \), given by

\[
(B_0 \phi)(t) := \phi \left( \frac{1 + it}{1 - it} \right), \quad t \in \mathbb{T} \setminus \{1\},
\]

it is possible to directly construct the corresponding examples in the framework of Wiener–Hopf–Hankel operators. This happens because it is possible to relate, through an equivalence relation, Toeplitz minus Hankel operators with Wiener–Hopf plus Hankel operators (cf., e.g., [25]), and similarly one can also relate
Toeplitz plus Hankel operators with Wiener–Hopf minus Hankel operators. In this way, considering
\[ \phi_{\beta}(x) := \left(\frac{x - i}{x + i}\right)^{\beta} e^{-i\beta \pi} \]
defined for all \( x \in \mathbb{R} \) and with \( \beta \in \mathbb{C} \) such that \( 1/4 < \Re \beta < 3/4 \), the Wiener–Hopf minus Hankel operator \( W_{\phi_{\beta}} - H_{\phi_{\beta}} \) is a Fredholm operator with \( \text{Ind}(W_{\phi_{\beta}} - H_{\phi_{\beta}}) = -1 \), and the Wiener–Hopf plus Hankel operator \( W_{\phi_{\beta}} + H_{\phi_{\beta}} \) is invertible (and therefore \( \text{Ind}(W_{\phi_{\beta}} + H_{\phi_{\beta}}) = 0 \)). In particular, this example shows that Fredholm Wiener–Hopf plus Hankel and Fredholm Wiener–Hopf minus Hankel operators may have different Fredholm indices.

In the present subsection we will achieve a formula for the sum of the indices of such kind of Fredholm Wiener–Hopf plus/minus Hankel operators. Recall that from Theorem 3.2, we have that if \( \phi \in \mathcal{G} \text{PAP} \) is such that \( \kappa_l(\phi) + \kappa_r(\phi) = 0 \) and
\[
0 \not\in \left[ \frac{d_l(\phi)}{d_r(\phi)}, \frac{d_r(\phi)}{d_l(\phi)} \right] \cup \bigcup_{x \in \mathbb{R}} [(\phi \phi^{-1})(x - 0), (\phi \phi^{-1})(x + 0)],
\]
then \( W_{\phi} + H_{\phi} \) and \( W_{\phi} - H_{\phi} \) are Fredholm operators. In this case, we will obtain a formula which relates the Fredholm index of the Wiener–Hopf plus Hankel operator \( W_{\phi} + H_{\phi} \) with the Fredholm index of the Wiener–Hopf minus Hankel operator \( W_{\phi} - H_{\phi} \) based on the winding number of a piecewise almost periodic function (constructed from the initial Fourier symbol of the operators). In addition, we will be able to simplify the formula of the winding number of this piecewise almost periodic function accordingly with the following three situations: (1) \( \phi \) has no symmetric discontinuities; (2) \( \phi \) has symmetric discontinuities and \( \phi \) is continuous at 0; and finally, (3) \( \phi \) is discontinuous at 0. We say that \( \phi \in \text{PAP} \) has symmetric discontinuities if \( \phi \) has discontinuities at \( x_0 \) and \( -x_0 \) for some \( x_0 \in \mathbb{R} \). Thus, a piecewise almost periodic function \( \phi \) has symmetric discontinuities if and only if \( \phi \) and \( \phi^{-1} \) have common discontinuities. Moreover, \( \phi \in \mathcal{G} \text{PAP} \) has symmetric discontinuities if and only if \( \phi \) and \( \phi^{-1} \) have common discontinuities.

For having all the necessary instruments to the Fredholm index formula, we will start with the definitions of Cauchy index and winding number of a continuous and piecewise continuous function, and the definition of winding number of a semi-almost periodic function (in the context of corresponding Wiener–Hopf–Hankel operators having such functions as their Fourier symbols). Additionally, we will introduce a generalization of the known definition of winding number of a piecewise almost periodic function from the context of Wiener–Hopf operators to the framework of Wiener–Hopf–Hankel operators.

For \( \varphi \in \mathcal{G} C(\mathbb{R}) \), the Cauchy index of \( \varphi \) is defined by
\[
\text{ind} \varphi := \frac{1}{2\pi i}((\arg \varphi)(+\infty) - (\arg \varphi)(-\infty)),
\]
where \( \arg \varrho \) is any continuous argument of \( \varrho \). The \emph{winding number} of \( \varrho \) (\( \text{wind}_\varrho \)) is given by the number of times that the curve traced out by the point \( \varrho(x) \) surrounds the origin counter-clockwise, as \( x \) moves from \(-\infty\) to \(+\infty\). If \( \varrho \in \mathcal{G}C(\mathbb{R}) \), then \( \text{wind}_\varrho = \text{ind}_\varrho \). Here \( \mathcal{G}C(\mathbb{R}) \) denotes the space of all (bounded) continuous (complex-valued) functions on \( \mathbb{R} \) for which both limits at \( \pm \infty \) exist and coincide.

For all \( \psi \in \text{PC} \), one defines the function \( \psi^\# : \mathbb{R} \times [0,1] \to \mathbb{C} \) by

\[
\psi^\#(x, \mu) := (1 - \mu)\psi(x - 0) + \mu\psi(x + 0).
\]

The range of \( \psi^\# \) is a continuous closed curve with a natural orientation induced by the orientation of \( \mathbb{R} \) from \(-\infty\) to \(+\infty\). Basically, \( \psi^\# \) is obtained from \( \psi \) by joining, in each jump of \( \psi \), the points \( \psi(x_0 - 0) \) and \( \psi(x_0 + 0) \) with a line segment. In this way, the line segment \( [\psi(x_0 - 0), \psi(x_0 + 0)] \) is oriented from \( \psi(x_0 - 0) \) to \( \psi(x_0 + 0) \). If \( \psi^\#(x, \mu) \neq 0 \) for all \( (x, \mu) \in \mathbb{R} \times [0,1] \), the \emph{winding number} of \( \psi \) is defined as the number of times that the curve \( \psi^\#(\mathbb{R}^a [0,1]) \) surrounds the origin counter-clockwise. Consider now \( \psi \in \text{PC} \) having finitely many jumps, denote by \( \Lambda_\psi \subset \mathbb{R} \) the set of points at which \( \psi \) is discontinuous, and let \( \Theta \) be the set of all connected components \( \ell \) of \( \mathbb{R} \setminus \Lambda_\psi \). For each \( \ell \in \Theta \), we define \( \text{ind}_\ell \psi \) as \((2\pi)^{-1}\) times the increment of the argument of \( \psi \) on \( \ell \). If \( \psi^\#(x, \mu) \neq 0 \) for all \( (x, \mu) \in \mathbb{R} \times [0,1] \), we define the \emph{Cauchy index} of \( \psi \) by

\[
\text{ind}_\psi := \sum_{\ell \in \Theta} \text{ind}_\ell \psi + \sum_{x \in \Lambda_\psi \setminus \infty} \left( -\frac{1}{2} + \left\{ \frac{1}{2} + \frac{1}{2\pi} \arg \frac{\psi(x + 0)}{\psi(x - 0)} \right\} \right)
\]

\[
= \sum_{\ell \in \Theta} \text{ind}_\ell \psi + \sum_{x \in \Lambda_\psi \setminus \infty} \left( \frac{1}{2} - \left\{ \frac{1}{2} - \frac{1}{2\pi} \arg \frac{\psi(x + 0)}{\psi(x - 0)} \right\} \right),
\]

where \( \{x\} \) denotes the fractional part of \( x \in [0,1) \) of the real number \( x = n + \tau \), with \( n \in \mathbb{Z} \). Considering \( \arg(\psi(x + 0)/\psi(x - 0)) \in (-\pi, \pi) \), we have

\[
\text{ind}_\psi = \sum_{\ell \in \Theta} \text{ind}_\ell \psi + \frac{1}{2\pi} \sum_{x \in \Lambda_\psi \setminus \infty} \arg \frac{\psi(x + 0)}{\psi(x - 0)}.
\]

The Cauchy index of \( \psi \) is therefore \((2\pi)^{-1}\) times the increment of the argument of \( z \) when \( z \) moves along the curve \( \psi^\#(\mathbb{R}^a [0,1]) \) from \( \psi(-\infty) \) to \( \psi(+\infty) \). If \( \psi \in \text{PC} \) has countably many jumps and \( \psi^\#(x, \mu) \neq 0 \) for all \( (x, \mu) \in \mathbb{R} \times [0,1] \), we can also define the Cauchy index of \( \psi \). For this purpose, we can uniformly approximate \( \psi \) by \( \psi_n \in \text{PC} \) with finitely many jumps and such that \( \psi^\#(x, \mu) \neq 0 \) for all \( (x, \mu) \in \mathbb{R} \times [0,1] \), with \( \psi_n(\pm \infty) = \psi(\pm \infty) \). Then the Cauchy index of \( \psi \) is defined by

\[
\text{ind}_\psi := \lim_{n \to +\infty} \text{ind}_{\psi_n}.
\]
Considering the definitions of winding number and Cauchy index of a piecewise continuous function, we have
\[
\text{wind}\psi = \text{ind}\psi - \frac{1}{2} + \left\{ \frac{1}{2} + \frac{1}{2\pi} \arg \frac{\psi(-\infty)}{\psi(+\infty)} \right\}
\]
\[
= \text{ind}\psi + \frac{1}{2} - \left\{ \frac{1}{2} - \frac{1}{2\pi} \arg \frac{\psi(-\infty)}{\psi(+\infty)} \right\} = \text{ind}\psi + \frac{1}{2\pi} \arg \frac{\psi(-\infty)}{\psi(+\infty)},
\]
where the last equality is valid if and only if \(\arg(\psi(-\infty)/\psi(+\infty)) \in (-\pi, \pi)\).

In [25], one needed to introduce an appropriated definition of winding number of semi-almost periodic functions in the context of Wiener–Hopf plus Hankel operators (which also applies to the Wiener–Hopf minus Hankel case). There, if \(\varphi \in GSAP\) is such that \(\kappa(\varphi_l) = \kappa(\varphi_r) = 0\) and \(0 \notin [d(\varphi_l), d(\varphi_r)]\) or if \(\varphi \in GSAP\) is such that \(\kappa(\varphi_l) + \kappa(\varphi_r) = 0\) and \(\Re (d(\varphi_l)/d(\varphi_r)) \neq 0\) (cf. Remark 3.3 (i)) then the winding number of \(\varphi\) was defined as
\[
\text{wind}\varphi := \text{ind}\varphi - \frac{1}{2} + \left\{ \frac{1}{2} + \frac{1}{2\pi} \arg \frac{d(\varphi_l)}{d(\varphi_r)} \right\} = \text{ind}\varphi + \frac{1}{2} - \left\{ \frac{1}{2} - \frac{1}{2\pi} \arg \frac{d(\varphi_l)}{d(\varphi_r)} \right\}.
\]
Similarly to the case of the Cauchy index of a piecewise continuous function, if we consider \(\arg(d(\varphi_l)/d(\varphi_r)) \in (-\pi, \pi)\), we have
\[
\text{wind}\varphi = \text{ind}\varphi + \frac{1}{2\pi} \arg \frac{d(\varphi_l)}{d(\varphi_r)}.
\]

Such generalization of winding number of a semi-almost periodic function will help to the generalization of the existent definition of winding number of a piecewise almost periodic function, in the sense of the following definition.

**Definition 4.1.** For \(\varphi \in GPAP\), consider that \(\varphi\) is represented as in (1.4), \(\varphi = \varphi\psi\), and with \(\psi^+(x, \mu) \neq 0\) for all \((x, \mu) \in \mathbb{R} \times [0, 1]\). If \(\kappa_l(\varphi) = \kappa_r(\varphi) = 0\) and \(0 \notin [\varphi_l^+(\varphi), \varphi_r^+(\varphi)]\) or if \(\kappa_l(\varphi) + \kappa_r(\varphi) = 0\) and \(0 \notin \left[ \frac{\varphi_l^+(\varphi)}{\varphi_r^+(\varphi)}, \frac{\varphi_l^-(\varphi)}{\varphi_r^-(\varphi)} \right]\), then the winding number of \(\varphi\) is defined by
\[
\text{wind}\varphi := \text{wind}\varphi + \text{wind}\psi.
\]

After having the winding number notion in the framework of Definition 4.1, we are now able to present a Fredholm index formula for the sum of Fredholm Wiener–Hopf plus Hankel and Wiener–Hopf minus Hankel operators with piecewise almost periodic Fourier symbols.

**Theorem 4.2.** If \(\varphi \in GPAP\), \(\kappa_l(\varphi) + \kappa_r(\varphi) = 0\) and
\[
0 \notin \left[ \frac{\varphi_l^+(\varphi)}{\varphi_r^+(\varphi)}, \frac{\varphi_l^-(\varphi)}{\varphi_r^-(\varphi)} \right] \cup \bigcup_{x \in \mathbb{R}} [\varphi_{l, \varphi \neq 1}^{-1}(x - 0), \varphi_{l, \varphi \neq 1}(x + 0)],
\]
then
\[
\text{Ind}(W_{\varphi} + H_{\varphi}) + \text{Ind}(W_{\varphi} - H_{\varphi}) = -\text{wind}(\varphi_{l, \varphi \neq 1}^{-1}).
\]

Moreover:
(i) If \( \phi \) does not have symmetric discontinuities, then

\[ \text{Ind}(W_{\phi} + H_{\phi}) + \text{Ind}(W_{\phi} - H_{\phi}) = -2\text{wind} \phi. \]

(ii) If \( \phi \) has symmetric discontinuities and \( \phi \) is continuous at 0, then

\[ \text{Ind}(W_{\phi} + H_{\phi}) + \text{Ind}(W_{\phi} - H_{\phi}) = -2(\text{wind} \phi + \text{wind} \rho_{\psi}), \]

considering \( \phi = \varphi \psi \) (cf. the representation (1.4) of \( \phi \)), and

\[ \rho_{\psi}(x) := \begin{cases} \psi(0)(\psi \widetilde{\psi}^{-1})(x) & \text{if } x \leq 0, \\ \psi(0) & \text{if } x > 0. \end{cases} \]

(iii) If \( \phi \) is discontinuous at 0, then

\[ \text{Ind}(W_{\phi} + H_{\phi}) + \text{Ind}(W_{\phi} - H_{\phi}) = -2(\text{wind} \phi + \text{ind}((\psi \widetilde{\psi}^{-1})_{-})) - \frac{1}{2\pi} \arg \left( \frac{\psi(0+0)}{\psi(0-0)} \right)^{2}, \]

considering \( \phi = \varphi \psi \) (in the sense of the representation (1.4)),

\[ (\psi \widetilde{\psi}^{-1})_{-}(x) := \begin{cases} (\psi \widetilde{\psi}^{-1})(x) & \text{if } x \leq 0, \\ (\psi \widetilde{\psi}^{-1})(0 - 0) & \text{if } x > 0, \end{cases} \]

and \( \arg \left( \frac{\psi(0+0)}{\psi(0-0)} \right)^{2} \in (-\pi, \pi) \).

**Proof.** Under the hypothesis, Theorems 3.1 and 3.2 ensure that \( W_{\phi \widetilde{\phi}^{-1}}, W_{\phi} + H_{\phi} \) and \( W_{\phi} - H_{\phi} \) are all Fredholm operators. Recalling now that \( W_{\phi} + H_{\phi} \) is \( \Delta \)-related after extension with \( W_{\phi \widetilde{\phi}^{-1}} \) (cf. Lemma 2.1), it holds that

\[ \text{Ind} W_{\phi \widetilde{\phi}^{-1}} = \text{Ind}(W_{\phi} + H_{\phi}) + \text{Ind} T_{\phi}. \]

From the relation \( T_{\phi} \sim W_{\phi} - H_{\phi} \) (see (2.6)), we have

\[ \text{Ind} T_{\phi} = \text{Ind}(W_{\phi} - H_{\phi}). \]

Combining the two last identities, it results that

\[ \text{Ind}(W_{\phi} + H_{\phi}) + \text{Ind}(W_{\phi} - H_{\phi}) = \text{Ind} W_{\phi \widetilde{\phi}^{-1}}. \]

Applying the index formula presented in Theorem 3.16 of [6], it follows

\[ \text{Ind} W_{\phi \widetilde{\phi}^{-1}} = -\text{wind}(\phi \widetilde{\phi}^{-1}). \]

Thus, combining (4.4) and (4.5), we have

\[ \text{Ind}(W_{\phi} + H_{\phi}) + \text{Ind}(W_{\phi} - H_{\phi}) = -\text{wind}(\phi \widetilde{\phi}^{-1}). \]

Having in mind the representation (1.4) of \( \phi \) (i.e., \( \phi = \varphi \psi \) with \( \varphi \) and \( \psi \) in the indicated classes), it follows \( \phi \widetilde{\phi}^{-1} = \varphi \widetilde{\phi}^{-1} \psi \widetilde{\psi}^{-1} \) where \( \varphi \widetilde{\phi}^{-1} \in \mathcal{G}S\mathcal{A}\mathcal{P} \), and

\[ \psi \widetilde{\psi}^{-1} \in \mathcal{G}\mathcal{P}\mathcal{C} \] is such that \( \psi \widetilde{\psi}^{-1}(-\infty) = \psi \widetilde{\psi}^{-1}(+\infty) = 1 \). According to Definition 4.1, one gets

\[ \text{wind}(\phi \widetilde{\phi}^{-1}) = \text{wind}(\varphi \widetilde{\phi}^{-1}) + \text{wind}(\psi \widetilde{\psi}^{-1}). \]
In this case, \( \text{wind}(\varphi \varphi^{-1}) \) is well defined because:

\[
\kappa((\varphi \varphi^{-1})_1) = \kappa((\varphi \varphi^{-1})_r) = \kappa_l(\varphi) + \kappa_r(\varphi) = 0,
\]

\[
0 \notin [d((\varphi \varphi^{-1})_1), d((\varphi \varphi^{-1})_r)] = \left[ \frac{d_l(\varphi)}{d_r(\varphi)}, \frac{d_r(\varphi)}{d_l(\varphi)} \right].
\]

In addition, we know how to relate \( \text{wind}\varphi \) with \( \text{wind}(\varphi \varphi^{-1}) \) in the form

\[(4.8) \quad \text{wind}(\varphi \varphi^{-1}) = 2\text{wind}\varphi.\]

Let us now look for an identity involving \( \text{wind}(\varphi \varphi^{-1}) \) and \( \text{wind}\varphi \). For this purpose we will analyze the functions \( \varphi^\#, (\varphi \varphi^{-1})^\# \) : \( \mathbb{R} \times [0, 1] \rightarrow \mathbb{C} \). For all \( (x, \mu) \in \mathbb{R} \times [0, 1] \), we have

\[
(\varphi \varphi^{-1})^\#(x, \mu) - \varphi^\#(x, \mu)(\varphi^{-1})^\#(x, \mu)
= (1 - \mu)(\varphi(x + 0) - \psi(x - 0))(\varphi^{-1}(x + 0) - \psi^{-1}(x - 0)).
\]

We will now consider three different situations: (1) \( \varphi \) has no symmetric discontinuities; (2) \( \varphi \) has symmetric discontinuities and \( \varphi \) is continuous at 0; and finally, (3) \( \varphi \) is discontinuous at 0. Since the discontinuities of \( \varphi \) arise from the factor \( \psi \) (in the factorization \( \varphi = \varphi \psi \)), we are in fact facing the following cases: (1) \( \psi \) has no symmetric discontinuities; (2) \( \psi \) has symmetric discontinuities and \( \psi \) is continuous at 0; and, (3) \( \psi \) is discontinuous at 0.

**Case 1.** Since in this case \( \psi \) and \( \psi^{-1} \) have no common discontinuities, we conclude that

\[
(\varphi \varphi^{-1})^\#(x, \mu) = \psi^\#(x, \mu)(\varphi^{-1})^\#(x, \mu) \quad \text{for all} \ (x, \mu) \in \mathbb{R} \times [0, 1].
\]

Thus, observing that \( \psi^\# \) and \( (\varphi^{-1})^\# \) are closed continuous curves away from zero, it follows

\[(4.9) \quad \text{wind}(\varphi \varphi^{-1})^\# = \text{wind}\psi^\# + \text{wind}(\varphi^{-1})^\#.\]

Furthermore, \( \text{wind}\psi^\# = \text{ind}\psi^\# \) and \( \text{wind}(\varphi^{-1})^\# = \text{ind}(\varphi^{-1})^\# \). Computing now the Cauchy index of \( (\varphi^{-1})^\# \), one gets

\[
\text{ind}(\varphi^{-1})^\# = \frac{1}{2\pi}[(\text{arg}(\varphi^{-1})^\#)(+\infty) - (\text{arg}(\varphi^{-1})^\#)(-\infty)]
= \frac{1}{2\pi}[(\text{arg} \varphi^{-1})(+\infty) - (\text{arg} \varphi^{-1})(-\infty)] = \frac{1}{2\pi}[-(\text{arg} \varphi)(-\infty) + (\text{arg} \varphi)(+\infty)]
= \frac{1}{2\pi}[(\text{arg} \psi^\#)(+\infty) - (\text{arg} \psi^\#)(-\infty)] = \text{ind}\psi^#,
\]

i.e.,

\[(4.10) \quad \text{wind}(\varphi^{-1})^\# = \text{wind}\psi^\#.\]

Combining (4.9) and (4.10), it results that

\[
\text{wind}(\varphi \varphi^{-1})^\# = 2\text{wind}\psi^\#.
\]
Applying the definition of winding number for piecewise continuous functions, we obtain

\begin{equation}
\text{wind}(\psi \tilde{\psi}^{-1}) = 2\text{wind}\psi.
\end{equation}

From (4.7), (4.8), (4.11), and Definition 4.1, we have

\begin{equation}
\text{wind}(\phi \tilde{\phi}^{-1}) = 2\text{wind}\phi + 2\text{wind}\psi = 2\text{wind}\phi.
\end{equation}

According to (4.6), it follows that

\begin{equation}
\text{Ind}(W\phi + H\phi) + \text{Ind}(W\phi - H\phi) = -2\text{wind}\phi.
\end{equation}

Case 2. In this case, we may write

\begin{equation}
\psi = \psi_+ - \psi_-
\end{equation}

in such a way that \(\psi_-, \psi_+ \in PC\) do not have common discontinuities. For that, consider

\[\psi_-(x) = \begin{cases} 
\psi(x) & \text{if } x \leq 0, \\
\psi(0) & \text{if } x > 0,
\end{cases}\]

and

\[\psi_+(x) = \begin{cases} 
1 & \text{if } x \leq 0, \\
\frac{\psi(x)}{\psi(0)} & \text{if } x > 0,
\end{cases}\]

where \(\psi_-\) has only discontinuities in \(\mathbb{R}_-\) and \(\psi_+\) has only discontinuities in \(\mathbb{R}_+\). From (4.12), it follows

\[\psi \tilde{\psi}^{-1} = \psi_+ \tilde{\psi}_+^{-1} \psi_+^{-1} = (\psi_+ \tilde{\psi}_+^{-1})(\psi_+ \tilde{\psi}_+^{-1}).\]

Computing \(\psi_- \tilde{\psi}_+^{-1}\) and \(\psi_+ \tilde{\psi}_-^{-1}\), one gets

\[\psi_- \tilde{\psi}_+^{-1}(x) = \begin{cases} 
\psi(0) & \text{if } x \leq 0, \\
\psi(x) & \text{if } x > 0;
\end{cases}\]

\[\psi_+ \tilde{\psi}_-^{-1}(x) = \begin{cases} 
1 & \text{if } x \leq 0, \\
\frac{\psi(x)}{\psi(0)} & \text{if } x > 0.
\end{cases}\]

Since \(\rho_\phi = \psi_- \tilde{\psi}_+^{-1}\) is a function with discontinuities in \(\mathbb{R}_-\) and \(\psi_+ \tilde{\psi}_-^{-1} \rho_\phi^{-1}\) is a function with discontinuities in \(\mathbb{R}_+\), we see that \(\rho_\psi\) and \(\rho_\psi^{-1}\) do not have common discontinuities. Additionally, from the hypothesis

\[0 \notin \bigcup_{x \in \mathbb{R}} [(\phi \tilde{\phi}^{-1})(x - 0), (\phi \tilde{\phi}^{-1})(x + 0)],\]

it follows that

\[0 \notin \bigcup_{x \in \mathbb{R}} [(\psi \tilde{\psi}^{-1})(x - 0), (\psi \tilde{\psi}^{-1})(x + 0)],\]

i.e., \((\psi \tilde{\psi}^{-1})^#(x, \mu) \neq 0\) for all \((x, \mu) \in \mathbb{R} \times [0, 1]\). Therefore, we have \(\rho_\psi^#(x, \mu) \neq 0\) for all \((x, \mu) \in \mathbb{R} \times [0, 1]\) and \(\tilde{\rho}_\psi^{-1}(x, \mu) \neq 0\) for all \((x, \mu) \in \mathbb{R} \times [0, 1]\), which
means that \( \text{wind} \rho_\psi \) and \( \text{wind} \tilde{\psi}^{-1} \) are well defined. Following now the same reasoning as in Case 1, we obtain

\[
(4.13) \quad \text{wind}(\psi\tilde{\psi}^{-1}) = 2\text{wind}\rho_\psi.
\]

Finally, from (4.7), (4.8), (4.13), and Definition 4.1, we have

\[
\text{wind}(\phi\tilde{\psi}^{-1}) = 2(\text{wind}\phi + \text{wind}\rho_\psi),
\]

which, by (4.6), yields that

\[
\text{Ind}(W_\phi + H_\phi) + \text{Ind}(W_\phi - H_\phi) = -2(\text{wind}\phi + \text{wind}\rho_\psi).
\]

**Case 3.** Since \( \psi \) is discontinuous at 0, we may identify \( \psi \) with

\[
\psi(x) = \begin{cases} 
\psi_1(x) & \text{if } x \leq 0, \\
\psi_2(x) & \text{if } x > 0,
\end{cases}
\]

where \( \psi_1, \psi_2 \in GPC \) are such that \( \psi_1(0) \neq \psi_2(0 + 0) \) and \( \psi_1(-\infty) = \psi_2(+\infty) = 1 \) (recall that from (1.4) we have \( \psi(-\infty) = \psi(+\infty) = 1 \)). Thus, it follows that \( \psi\tilde{\psi}^{-1} \) may be written in the form

\[
(4.14) \quad (\psi\tilde{\psi}^{-1})(x) = \begin{cases} 
(\psi_1\tilde{\psi}^{-1}_2)(x) & \text{if } x \leq 0, \\
(\tilde{\psi}^{-1}_1\psi_2)(x) & \text{if } x > 0.
\end{cases}
\]

Due to the equality \( (\psi\tilde{\psi}^{-1})(-\infty) = (\psi\tilde{\psi}^{-1})(+\infty) \), and according to (4.2), it follows that

\[
(4.15) \quad \text{wind}(\psi\tilde{\psi}^{-1}) = \text{ind}(\psi\tilde{\psi}^{-1}).
\]

In order to compute the Cauchy index of \( \psi\tilde{\psi}^{-1} \), let us assume (without lost of generality) that \( \psi\tilde{\psi}^{-1} \) has finitely many jumps. It is clear that the discontinuities of \( \psi\tilde{\psi}^{-1} \) are symmetric. Note however that \( \psi \) admits a discontinuity at 0 but \( \psi\tilde{\psi}^{-1} \) is not always discontinuous at 0. Hence

\[
\Lambda_{\psi\tilde{\psi}^{-1}} = \{-x_n, \ldots, -x_1, x_0, x_1, \ldots, x_n\} \quad \text{or} \quad \Lambda_{\psi\tilde{\psi}^{-1}} = \{-x_n, \ldots, -x_1, x_1, \ldots, x_n\},
\]

with \( n \in \mathbb{N}_0 := \{0, 1, 2, 3, \ldots\} \), \( x_j \in \mathbb{R}_+ \) (for all \( j = 1, \ldots, n \)), and \( x_0 = 0 \). Let us consider first the case \( \Lambda_{\psi\tilde{\psi}^{-1}} = \{-x_n, \ldots, -x_1, x_0, x_1, \ldots, x_n\} \). Taking into account the definition of Cauchy index of a piecewise continuous function, we get

\[
\text{ind}(\psi\tilde{\psi}^{-1}) = \text{ind}_{]-\infty, -x_n]}(\psi\tilde{\psi}^{-1}) + \sum_{j=1}^{n} \text{ind}_{]-x_j, -x_{j-1}]}(\psi\tilde{\psi}^{-1})
\]

\[
+ \sum_{j=1}^{n} \text{ind}_{[x_{j-1}, x_j]}(\psi\tilde{\psi}^{-1}) + \text{ind}_{[x_n, +\infty]}(\psi\tilde{\psi}^{-1}) + \sum_{x \in \Lambda_{\psi\tilde{\psi}^{-1}}} \frac{1}{2\pi} \arg \left( \frac{\psi\tilde{\psi}^{-1}(x+0)}{\psi\tilde{\psi}^{-1}(x-0)} \right),
\]

where \( \Lambda_{\psi\tilde{\psi}^{-1}} \) is the set of points where \( \psi\tilde{\psi}^{-1} \) is discontinuous.
i.e.,

\[
\text{ind}(\xi\gamma^{-1}) = \text{ind}_{-\infty, -x_{n}}(\xi\gamma^{-1}) + \sum_{j=1}^{n} \text{ind}_{-x_{j}, -x_{j-1}}(\xi\gamma^{-1}) + \sum_{x \in \Lambda_{\xi\gamma^{-1}} \cap \mathbb{R}-} \frac{1}{2\pi} \arg \left(\frac{\xi\gamma^{-1}(x+0)}{(\xi\gamma^{-1})(x-0)}\right) + \frac{1}{2\pi} \arg \left(\frac{\xi\gamma^{-1}(0+0)}{(\xi\gamma^{-1})(0-0)}\right) \\
+ \sum_{x \in \Lambda_{\xi\gamma^{-1}} \cap \mathbb{R}+} \frac{1}{2\pi} \arg \left(\frac{\xi\gamma^{-1}(x+0)}{(\xi\gamma^{-1})(x-0)}\right) \\
+ \sum_{j=1}^{n} \text{ind}_{x_{j-1}, x_{j}}(\xi\gamma^{-1}) + \text{ind}_{x_{n}, +\infty}(\xi\gamma^{-1}),
\]

where \(\arg \left((\xi\gamma^{-1})(x+0)/(\xi\gamma^{-1})(x-0)\right) \in (-\pi, \pi)\), for all \(x \in \Lambda_{\xi\gamma^{-1}}\). Using now (4.14), it follows that

\[
\text{ind}(\xi\gamma^{-1}) = \text{ind}_{-\infty, -x_{n}}(\xi_{1}\gamma_{1}^{-1}) + \sum_{j=1}^{n} \text{ind}_{-x_{j}, -x_{j-1}}(\xi_{1}\gamma_{1}^{-1}) \\
+ \sum_{x \in \Lambda_{\xi_{1}\gamma_{1}^{-1}} \cap \mathbb{R}-} \frac{1}{2\pi} \arg \left(\frac{\xi_{1}\gamma_{1}^{-1}(x+0)}{(\xi_{1}\gamma_{1}^{-1})(x-0)}\right) + \frac{1}{2\pi} \arg \left(\frac{\xi_{1}\gamma_{1}^{-1}(0+0)}{(\xi_{1}\gamma_{1}^{-1})(0-0)}\right) \\
+ \sum_{x \in \Lambda_{\xi_{1}\gamma_{1}^{-1}} \cap \mathbb{R}+} \frac{1}{2\pi} \arg \left(\frac{\xi_{1}\gamma_{1}^{-1}(x+0)}{(\xi_{1}\gamma_{1}^{-1})(x-0)}\right) \\
+ \sum_{j=1}^{n} \text{ind}_{x_{j-1}, x_{j}}(\xi_{1}^{-1}\gamma_{1}^{-1}) + \text{ind}_{x_{n}, +\infty}(\xi_{1}^{-1}\gamma_{1}^{-1}).
\]

(4.16)

Noticing that \((\xi_{1}^{-1}\gamma_{1}^{-1})(x) = (\xi_{1}\gamma_{1}^{-1})^{-1}(x)\), for all \(x > 0\), we have

\[
(\arg(\xi_{1}^{-1}\gamma_{1}^{-1}))(x) = -(\arg(\xi_{1}\gamma_{1}^{-1}))(-x)
\]

for all \(x > 0\). Therefore, we obtain the following identities:

\[
\text{ind}_{x_{n}, +\infty}(\xi_{1}^{-1}\gamma_{1}^{-1}) = \frac{1}{2\pi}((\arg(\xi_{1}^{-1}\gamma_{1}^{-1}))(+\infty) - (\arg(\xi_{1}^{-1}\gamma_{1}^{-1}))(x_{n})) \\
= \frac{1}{2\pi}((\arg(\xi_{1}\gamma_{1}^{-1}))(+\infty) - (\arg(\xi_{1}\gamma_{1}^{-1}))(x_{n})) \\
= \frac{1}{2\pi}((\arg(\xi_{1}\gamma_{1}^{-1}))(+\infty) - (\arg(\xi_{1}\gamma_{1}^{-1}))(x_{n}) \\
= \text{ind}_{-\infty, -x_{n}}(\xi_{1}\gamma_{1}^{-1}),
\]

(4.17)
Due to the simplification

\[
\frac{\(\psi^-_1\psi_2\)(x + 0)}{(\psi^-_1\psi_2)(x - 0)} = \frac{(\psi^-_1\psi_2)(- x - 0)}{(\psi^-_1\psi_2)(- x + 0)} = \frac{(\psi^-_1\psi_2)(- x + 0)}{(\psi^-_1\psi_2)(- x - 0)},
\]

for all \(x > 0\). Inserting (4.17), (4.18) and (4.19) in (4.16), we obtain

\[
\ind(\psi^-) = 2\ind_{-\infty,-x_n}[\psi^-_1\psi_2] + \sum_{j=1}^{\infty} \ind_{-x_j,-x_{j-1}}[\psi^-_1\psi_2] + \sum_{x \in \Lambda, \, \psi^- / \in \mathbb{R}^-} \frac{1}{2\pi} \arg \frac{(\psi^-_1\psi_2)(x+0)}{(\psi^-_1\psi_2)(x-0)} + \frac{1}{2\pi} \arg \frac{(\psi^-)(0+0)}{(\psi^-)(0-0)}.
\]

Considering the function \((\psi^-)_-\) given by

\[
(\psi^-_1)_-(x) = \begin{cases} 
(\psi^-_1)(x) & \text{if } x \leq 0, \\
(\psi^-_1)(0-0) & \text{if } x > 0,
\end{cases}
\]

we can represent the Cauchy index of \(\psi^-_1\) in the form

\[
\ind(\psi^-) = 2\ind((\psi^-)_-) + \frac{1}{2\pi} \arg \frac{(\psi^-)(0+0)}{(\psi^-)(0-0)}.
\]

Due to the simplification

\[
\frac{(\psi^-)(0+0)}{(\psi^-)(0-0)} = \left(\frac{\psi(0+0)}{\psi(0-0)}\right)^2,
\]

we get

\[
\ind(\psi^-) = 2\ind((\psi^-)_-) + \frac{1}{2\pi} \arg \left(\frac{\psi(0+0)}{\psi(0-0)}\right)^2.
\]

In the case where \(\Lambda_{\psi^-} = \{-x_n, \ldots, -x_1, x_1, \ldots, x_n\}\), i.e., \(\psi^-\) is not discontinuous at 0, the last formula also holds, and so we have in this case

\[
\ind(\psi^-) = 2\ind((\psi^-)_-).
\]

From (4.15) and (4.21), it follows

\[
\wind(\psi^-) = 2\ind((\psi^-)_-) + \frac{1}{2\pi} \arg \left(\frac{\psi(0+0)}{\psi(0-0)}\right)^2.
\]
Taking into account (4.7), (4.8), (4.22) and Definition 4.1, we obtain the formula for the winding number of $\phi \phi^{-1}$:
\[
\text{wind}(\phi \phi^{-1}) = 2(\text{wind} \psi + \text{ind}(\psi \psi^{-1}) + \frac{1}{2\pi} \arg \left(\left(\frac{\psi(0+0)}{\psi(0-0)}\right)^2\right)).
\]

Finally, from (4.6) it holds
\[
\text{Ind}(W \phi + H \phi) + \text{Ind}(W \phi - H \phi) = -2(\text{wind} \phi + \text{ind}(\psi \psi^{-1}) + \frac{1}{2\pi} \arg \left(\left(\frac{\psi(0+0)}{\psi(0-0)}\right)^2\right))
\]
and this concludes the proof. 

**Remark 4.3.** Although in the case where $\psi$ does not have symmetric discontinuities we have $\text{wind}(\psi \psi^{-1}) = 2\text{wind} \psi$ (and consequently $\text{wind}(\phi \phi^{-1}) = 2\text{wind} \phi$), this is, in general, not true for $\psi$ with symmetric discontinuities (as we will see in Example 4.6 of the next subsection). In this sense, we need to find another way to compute $\text{wind}(\psi \psi^{-1})$ based on a winding number or a Cauchy index of a function related with $\psi$. The obtained formula in the case where $\psi$ is continuous at 0, $\text{wind}(\psi \psi^{-1}) = 2\text{wind} \phi$, can also be applied when $\psi$ does not have symmetric discontinuities. In the case where $\psi$ is discontinuous at 0, we obtain a general formula that also applies to the previous first and second cases.

In the next subsection we will provide some examples that illustrate different possibilities for the Fredholm property and index of the operators in study. Namely, Example 4.5 presents the case of Fredholm operators $W \phi + H \phi$, $W \phi - H \phi$ and $W \phi$ such that the sum of the Fredholm indices of $W \phi + H \phi$ and $W \phi - H \phi$ is not equal to two times the Fredholm index of $W \phi$. In addition, combining Theorem 3.1 and Theorem 3.2, we observe that the case of Fredholm operators $W \phi + H \phi$, $W \phi - H \phi$ and $W \phi$ only occurs when $\kappa_1(\phi) = \kappa_r(\phi) = 0$, and
\[
0 \notin [d_1(\phi), d_r(\phi)] \cup \bigcup_{x \in \mathbb{R}} [\phi(x-0), \phi(x+0)],
\]
\[
0 \notin \left[\frac{d_1(\phi)}{d_r(\phi)}, \frac{d_r(\phi)}{d_1(\phi)}\right] \cup \bigcup_{x \in \mathbb{R}} [(\phi \phi^{-1})(x-0), (\phi \phi^{-1})(x+0)].
\]

### 4.2. Examples and Invertibility.

**Example 4.4.** Consider the function $\phi$ given by
\[
(4.23) \quad \phi(x) := (1-u(x))(1+i)e^{2ix} + u(x)5e^{-2ix} + \phi_0(x),
\]
where\[
u(x) := \begin{cases} \frac{1}{2}e^x & \text{if } x \leq 0, \\ 1 - \frac{1}{2}e^{-x} & \text{if } x > 0, \end{cases} \quad \text{and} \quad \phi_0(x) := \begin{cases} e^x & \text{if } x \leq 0, \\ \arccot x & \text{if } x > 0. \end{cases}
\]
From the above results, we have that the Wiener–Hopf plus Hankel operator $W \phi + H \phi$ and the Wiener–Hopf minus Hankel operator $W \phi - H \phi$ are Fredholm
operators while the Wiener–Hopf operator $W_\phi$ is not a Fredholm operator (since it is not normally solvable).

**Figure 1.** The range of $\phi(x)$ for $x$ between $-1000$ and $1000$.  

**Example 4.5.** Consider the function $\phi$ (see Figure 1) given by 

\[
\phi(x) := (1 - u(x))i e^{ix} + u(x)(1 - i)e^{ix} + \phi_0(x),
\]

where 

\[
u(x) := \frac{1}{2}(1 + \tanh x) \quad \text{and} \quad \phi_0(x) := \begin{cases} 
\frac{1}{2}(i - 1)e^{x+1} & \text{if } x \leq 0, \\
-(1 + \frac{i}{2})e^{-x+1} & \text{if } x > 0.
\end{cases}
\]

Since $\phi \in GPAP$, we may look for a representation of $\phi$ as (1.4). For instance, consider $\varphi$ and $\psi$ given by 

\[
\varphi(x) = (1 - u(x))i e^{ix} + u(x)(1 - i)e^{ix}
\]

and 

\[
\psi(x) = 1 + (\phi_0\varphi^{-1})(x) = \begin{cases} 
1 + \frac{(i - 1)e^{x+1}}{2\varphi(x)} & \text{if } x \leq 0, \\
\frac{(1 + \frac{i}{2})e^{-x+1}}{\varphi(x)} & \text{if } x > 0,
\end{cases}
\]

respectively. In this way, we get 

\[
\phi = \varphi\psi.
\]
We see that \( \varphi \in GSAP \) and \( \psi \in GPC \) is such that \( \psi(-\infty) = \psi(+\infty) = 1 \). Computing the winding number of \( \varphi, \psi, \varphi\tilde{\varphi}^{-1} \) and \( \psi\tilde{\psi}^{-1} \) (see Figures 2, 3, 4 and 5), we have

\[
\text{wind} \varphi = 0, \quad \text{wind} (\varphi\tilde{\varphi}^{-1}) = -1 \quad \text{and} \quad \text{wind} \psi = \text{wind} (\psi\tilde{\psi}^{-1}) = 1.
\]

From Definition 4.1, we obtain

\[
\text{wind} \varphi = 1 \quad \text{and} \quad \text{wind} (\varphi\tilde{\varphi}^{-1}) = 0.
\]

Additionally, by the index formula presented in (4.5) and (4.6), this means that

\[
\text{Ind} W_\varphi = -1 \quad \text{and} \quad \text{Ind} (W_\varphi + H_\varphi) + \text{Ind} (W_\varphi - H_\varphi) = 0.
\]

In order to exemplify the simplification for the formula of the winding number of \( \psi\tilde{\psi}^{-1} \) presented in the second case of Theorem 4.2, we will now present an example of a particular piecewise continuous function \( \psi \) (with symmetric discontinuities) for which we compute the winding number of \( \psi\tilde{\psi}^{-1} \) based on the winding number of a piecewise continuous function which depends on \( \psi \), but has discontinuities only in \( \mathbb{R}_- \).

**Example 4.6.** Consider the piecewise continuous function \( \psi \) given by

\[
\psi(x) := \begin{cases} 
1 + \frac{1 - i}{x} & \text{if } x \leq -1, \\
-x + \frac{i(x + 1)}{2} & \text{if } -1 < x \leq 1, \\
1 + \frac{10 - i}{x^3} & \text{if } x > 1.
\end{cases}
\]
It is clear that $\psi$ is a continuous function at 0, and has symmetric discontinuities at $-1$ and 1. Additionally,

$$
(\psi\psi^{-1})(x) = \begin{cases}
  \frac{x^3 + x^2(1 - i)}{x^3 - 10 + i} & \text{if } x < -1, \\
  \frac{i}{i - 1} & \text{if } x = -1, \\
  \frac{x(i - 2) + i}{x(2 - i) + i} & \text{if } -1 < x < 1, \\
  1 + i & \text{if } x = 1, \\
  \frac{x^3 + 10 - i}{x^3 + x^2(i - 1)} & \text{if } x > 1,
\end{cases}
$$

and therefore we may identify $\psi\psi^{-1}$ with

$$
(\psi\psi^{-1})(x) = \begin{cases}
  \frac{x^3 + x^2(1 - i)}{x^3 - 10 + i} & \text{if } x \leq -1, \\
  \frac{x(i - 2) + i}{x(2 - i) + i} & \text{if } -1 < x \leq 1, \\
  \frac{x^3 + 10 - i}{x^3 + x^2(i - 1)} & \text{if } x > 1.
\end{cases}
$$

From Figures 6, 7, 8, and 9, we may observe that

$$\text{wind}(\psi\psi^{-1})^# \neq \text{wind}(\psi^#(\psi^{-1})^#),$$
i.e.,

\[ \text{wind}(\psi_\psi^{-1}) \neq \text{wind}\psi + \text{wind}(\psi^{-1}). \]

Recalling that \( \text{wind}(\psi^{-1}) = \text{wind}\psi \), it follows that

\[ \text{wind}(\psi^{-1}) \neq 2\text{wind}\psi, \]
which gives us
\[
\text{wind}(\psi \tilde{\psi}^{-1}) \neq 2\text{wind}\psi
\]
(by using the definition of winding number of a piecewise continuous function). By the definition of \(\rho_\psi\) (see (4.3)), we have
\[
\rho_\psi(x) = \begin{cases} 
  \frac{i}{2} & \text{if } x \leq -1, \\
  \frac{x^3 + x^2(1 - i)}{2} + \frac{x(i - 2) + i}{2} & \text{if } -1 < x \leq 0, \\
  \frac{i}{2} & \text{if } x > 0.
\end{cases}
\]

According to Figure 10, we see that \(\text{wind}\rho_\psi = 1\). Thus, from (4.13) it follows that \(\text{wind}(\psi \tilde{\psi}^{-1}) = 2\) (which is also confirmed by Figure 8).

We close the paper with a result that provides the invertibility of the Wiener–Hopf–Hankel operators \(W_\phi \pm H_\phi\).

**Corollary 4.7.** If \(\phi \in G\text{PAP}, \kappa_1(\phi) + \kappa_r(\phi) = 0,\)
\[
0 \notin \left[ \frac{d_l(\phi)}{d_r(\phi)}, \frac{d_r(\phi)}{d_l(\phi)} \right] \cup \bigcup_{x \in \mathbb{R}} [(\phi \tilde{\phi}^{-1})(x - 0), (\phi \tilde{\phi}^{-1})(x + 0)]
\]
and \(\text{wind}(\phi \tilde{\phi}^{-1}) = 0\), then \(W_\phi \pm H_\phi\) are invertible operators.
Proof. Under the conditions of the statement, we have a scalar Wiener–Hopf operator $W_{\phi}^{-1}$ with zero Fredholm index. Thus, from the Coburn–Simonenko Theorem (see [15] and [30]), we derive that $W_{\phi}^{-1}$ is invertible. Therefore, Corollary 2.2 ensures that $W_{\phi} \pm H_{\phi}$ are invertible operators.

From the last result we conclude now that the operators $W_{\phi} \pm H_{\phi}$ in Example 4.5 are invertible Wiener–Hopf–Hankel operators (although $W_{\phi}$ is not an invertible operator).
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