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ABSTRACT. We consider a one-parameter family of operators that are con-
structed from a pair of isometries on Hilbert space with orthogonal ranges. For
special values of the parameter, the operator plays a role in the representation
theory of free groups and in free probability theory. For each parameter value,
we identify the irreducible ∗-representations of the pair of isometries in which
the operator has an eigenvalue. This yields a new technique for showing that
certain C∗-algebras, including the C∗-algebra generated by the operator, are
simple. We establish several other fundamental properties of this C∗-algebra
and its generator.
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SUMMARY

The main result of this paper is Theorem 4.9, which establishes the simplic-
ity of certain subalgebras of the Cuntz algebra O2. More precisely, let T1 and T2
be isometries of a Hilbert space into itself with orthogonal ranges, let their range
projections be Q1 and Q2, and let Q0 = I −Q1 −Q2 be the defect projection. For
q > 0, consider the operator

Xq = T1(Q0 + Q1 + qQ2) + (Q0 + qQ1 + Q2)T∗2 ,

so that Xq belongs to the Toeplitz extension T2 of O2. Of course, we actually have
many unitarily inequivalent operators Xq, but the C∗-algebra generated by this
operator depends only on q, regardless of whether or not Q0 vanishes, as will
emerge later. In particular, we may regard C∗(Xq) as a subalgebra of the Cuntz
algebra O2. Theorem 4.9 states that any C∗-subalgebra of O2 containing C∗(Xq)
and invariant under the automorphisms of O2 that switch the generating isome-
tries or rotate them by unimodular scalar multiplication through given angles in
opposite senses must be simple.
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In Section 2, we uncover our original motivation for the definition of Xq by
showing that, for integer n > 2, the operator

√
nXq for q =

√
(n− 1)/n acting in

a natural way on the Fock space of a two-dimensional Hilbert space is unitarily
equivalent to the restriction of the sum of the n generators of the free group Fn to
an invariant subspace of `2(Fn). With some work, this connection yields a num-
ber of pleasant properties of C∗(Xq) for general q, as the representation on Fock
space makes sense for all q > 0. For example, we extend from the “group case”
values of q to general q by a vanishing polynomial argument to show that the
state of C∗(Xq) corresponding to the vacuum vector is a faithful trace. Further
calculation in the Fock space representation yields the norm and spectrum of the
operators Xq, Xq + X∗

q , and X∗
q Xq, as well as the existence of non-trivial projec-

tions in C∗(Xq) for some, but not all, q. In Section 3, the foundation is laid for the
proof of our main result by the study of the states on T2 that kill (Xq−λ)∗(Xq−λ)
for values of λ in the spectrum of Xq. We explicitly compute all such states and
show that they are uniquely determined by λ. Further, in the GNS representation
of T2 corresponding to such a state, we exhibit an at most two-dimensional cyclic
subspace for C∗(Xq). Section 4 then shows that C∗(Xq) escapes unscathed when
taking the quotient by the ideal of compact operators, and provides the main
simplicity result. Section 5 examines the two special cases where q is either one
or zero. We end by showing that C∗(Xq) is not nuclear and that the irreducible
representations ofO2 that arise in our investigation decompose into two inequiv-
alent irreducible representations when restricted to C∗(Xq), for λ in the interior
of the spectrum of Xq, in Section 6.

1. INTRODUCTION

Let x be an element of a unital C∗-algebra A. For a complex number λ, a λ-
eigenstate of A for x is a state of A with x− λ in its left kernel – that is, a state that
annihilates (x− λ)∗(x− λ), and hence A(x− λ). This definition is equivalent to
the cyclic vector for the state in its GNS representation being a λ-eigenvector for
x in that representation.

Let Fn be the free group on n > 2 generators u1, u2, . . . , un. The complex
group algebra CFn is the set of finite linear combinations of group elements. The
norm closure of CFn in the left regular representation on `2(Fn) is called the re-
duced group C∗-algebra, C∗r (Fn). Paschke [17] has conjectured that there exist
only finitely many pure zero-eigenstates of C∗r (Fn) for each non-zero element of
CFn. While the conjecture is still open in general, the existence of a unique zero-
eigenstate has been shown for a linear combination of the generators minus either
its inner or outer spectral radius in a paper by Paschke [18], and for a self-adjoint
linear combination of the generators and their inverses plus or minus its norm by
Kuhn and Steger [15].
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The story of this paper actually begins in an algebra seemingly remote from
those just presented, where we find an element that acts just as the sum of the
generators does in C∗r (Fn). The algebra generated by n isometries T1, . . . , Tn that
satisfy

n

∑
i=1

TiT∗i < I

is called the Toeplitz algebra, Tn. Cuntz [8] showed that the defect projection

P = 1−
n

∑
i=1

TiT∗i

generates the only ideal which is isomorphic to the C∗-algebra K of compact op-
erators on a separable Hilbert space. The images S1, . . . , Sn of the original isome-
tries T1, . . . , Tn in the quotient by K satisfy

n

∑
i=1

SiS∗i = I,

and generate the Cuntz algebra On.
If H is an n-dimensional Hilbert space with orthonormal basis e1, . . . , en, the

full Fock space of H is the Hilbert space

CΩ⊕ H ⊕ (H ⊗ H)⊕ · · · .

The operator li that tensors on the left with ei is called a left-creation operator, and
l1, . . . , ln generate a representation of Tn (see Voiculescu, Dykema, and Nica [22]
for an introduction).

Suppose that H is two-dimensional, and let l1 and l2 be the creation oper-
ator isometries generating T2 in the representation just mentioned. For any real
number q > 0, define

Xq = l1(1 + (q− 1)l2l∗2 ) + ((q− 1)l1l∗1 + 1)l∗2 .

As it turns out (and is proved later), the action of
√

nXq on Fock space is exactly
that of the sum of the free group generators in C∗r (Fn) when q =

√
(n− 1)/n and

n > 2.
In addition to the work towards the conjecture mentioned above, the search

for eigenstates of particular elements of free group complex group algebras has
also paid dividends in harmonic analysis on free groups in papers such as those
by Figà-Talamanca and Picardello [10] and Figà-Talamanca and Steger [11]. In
this paper, we hope to present compelling evidence that looking for eigenstates
can be a rewarding occupation, and not just in the free group setting. Specifically,
we are able to compute all λ-eigenstates of T2 for Xq, show they are unique for
each λ, and use information gained about the GNS representations of T2 corre-
sponding to the λ-eigenstates during the computation to show the simplicity of
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a class of algebras containing C∗(Xq). This suggests a new approach to identify-
ing simple C∗-algebras. Along the way, we uncover several other facts about the
operator Xq and the algebra C∗(Xq).

2. A REPRESENTATION ON FOCK SPACE

For most of this paper, we shall be interested in the C∗-algebra generated
by Xq, C∗(Xq). We begin by establishing that it is unital. Denote by ker(X) the
kernel of an operator.

LEMMA 2.1. Let ρ be a representation of T2 on a Hilbert space H. For every q > 0,

ker(ρ(Xq)) ∩ ker(ρ(X∗
q )) = (0).

Proof. Let T2 in the given representation be generated by T1 and T2 with
range projections Q1 and Q2 and defect projection Q0 = 1− Q1 − Q2. Suppose
ξ ∈ H satisfies ρ(Xq)ξ = 0. Write ξ j = Qjξ, so that ξ = ξ0 + ξ1 + ξ2 and

ρ(Xq)ξ = T1(ξ0 + ξ1 + qξ2) + (Q0 + qQ1 + Q2)T∗2 ξ2 = 0.

Apply Q1 to see that T1(ξ0 + ξ1 + qξ2) = −qQ1T∗2 ξ2. Since T1 is an isometry, the
square of the norm on the left is ‖ξ0‖2 + ‖ξ1‖2 + q2‖ξ2‖2. The square of the norm
on the right, however, is at most q2‖ξ2‖2. It follows that ξ = ξ2, so ξ must lie in
the range of T2. If also ρ(X∗

q )ξ = 0, a similar calculation shows that ξ must lie in
the range of T1, forcing ξ to be the zero vector.

PROPOSITION 2.2. The operator XqX∗
q + X∗

q Xq is invertible in T2 for all q > 0.

Proof. Fix q > 0, and suppose that XqX∗
q + X∗

q Xq is not invertible in T2. Then
there exists a state f of T2 such that f (XqX∗

q + X∗
q Xq) = 0. Since XqX∗

q and X∗
q Xq

are both positive elements, f (XqX∗
q ) = f (X∗

q Xq) = 0. Thus f is a zero-eigenstate
of T2 for both Xq and X∗

q . Let (ρ, H, ξ) be the GNS representation corresponding
to f . Then ρ(Xq)ξ = ρ(X∗

q )ξ = 0, contradicting Lemma 2.1.

COROLLARY 2.3. The algebra C∗(Xq) is unital for all q > 0.

2.1. FREE GROUP CONNECTIONS. Let S be the free semigroup on two generators,
with identity element 0, and elements written as finite strings from the set {+,−}.
The Hilbert space `2(S) is spanned by the point-mass functions ∆s, where s ∈ S,
and identifies with the full Fock space of a two-dimensional Hilbert space. The
left-creation operators on the latter correspond to the operators l(+) and l(−) on
`2(S) where l(+)∆s = ∆+s and l(−)∆s = ∆−s.

Let δg represent the point-mass function in `2(Fn) corresponding to the el-
ement g ∈ Fn. As before, C∗r (Fn) is the norm closure of CFn in the left regular
representation on `2(Fn). We will also be interested in the von Neumann algebra
of the left regular representation, W∗(Fn).
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PROPOSITION 2.4. For q =
√

(n− 1)/n and n > 2, C∗(Xq) is isomorphic to
the subalgebra of C∗r (Fn) generated by X = u1 + · · · + un, where u1, . . . , un are the
generators of Fn. The isomorphism sends Xq to X/

√
n.

Proof. Recall that the element δe, where e is the identity element of Fn, is
a cyclic and separating trace vector for W∗(Fn). Further, the trace given by δe
is faithful (see, for example, Davidson [9]). Thus the restriction of C∗(X) to the
Hilbert space C∗(X)δe is isomorphic to C∗(X). Define the sign of a generator of
Fn to be positive, and the sign of the inverse of a generator to be negative. Extend
this to any reduced word g = g1 · · · gn in the generators and their inverses as
sign(g) = sign(g1) · · · sign(gn). Let Gs be the set of group elements whose sign
is s, and define the vector ∆s in `2(Fn) as

∆s =
∑a∈Gs δa∣∣ ∑a∈Gs δa

∣∣ ,

with the convention that 0 is the empty string and ∆0 = δe. Thus C∗(X)δe natu-
rally identifies with `2(S). Let X = X/

√
n, and consider how X acts on a ∆s. For

strings s and s′ in S, one may verify that

(2.1) X∆s =



∆+ s = 0,
∆+s s = +s′,√

n−1
n ∆+s + ∆0 s = −,√

n−1
n ∆+s + ∆−s′ s = −− s′,√

n−1
n (∆+s + ∆+s′) s = −+ s′,

which gives the same action as Xq on `2(S), and the desired result. Here are the
details for the case s = −− s′. The other cases are similar. For ease of notation, let

σs = ∑
a∈Gs

δa.

Then

|σs| =
√
|Gs|, |σ±±s| =

√
n|σ±s|, and |σ±∓s| =

√
(n− 1)|σ∓s|.

Using these equations,

X∆−−s =
u1 + · · ·+ un√

n

( σ−−s

|σ−−s|

)
=

∑a∈G−−s(δu1a + · · ·+ δuna)√
n|σ−−s|

=
1√

n|σ−−s| ∑
i 6=j

b∈G−s

δuiu
−1
j b +

1√
n|σ−−s| ∑

i=j
b∈G−s

δuiu
−1
j b

=
σ+−−s√
n|σ−−s|

+
nσ−s√
n|σ−−s|

=

√
n− 1

n
(∆+−−s) + ∆−s.
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The Abelian von Neumann subalgebra of W∗(Fn) generated by the sum of
the generators and their inverses is called the radial algebra and was introduced
and studied in papers by Cohen [6] and Pytlik [20]. From Proposition 2.4, W∗(Xq)
contains the radial algebra of W∗(Fn) when q =

√
(n− 1)/n and n > 2.

2.2. A TRACE. From Proposition 2.4, C∗(Xq) comes equipped with a trace when
q =

√
(n−1)/n, n > 2, given by the vector ∆0. We would like to show that ∆0 is a

trace vector for C∗(Xq) for all values of q.

LEMMA 2.5. Let s be a string in {+,−}. For q > 0, in the representation of T2
on `2(S), each ∆s, s ∈ S, can be written as ∆s = Ys∆0 for some Ys in the unital algebra
generated by Xq and X∗

q .

Proof. Induct on the length, l, of s. For l = 1, ∆+ = Xq∆0 and ∆− = X∗
q ∆0.

Given a string of length k, solving the appropriate equation from (2.1), or the
similar result for X∗

q , for the vector with highest string length and invoking the
induction hypothesis completes the proof.

PROPOSITION 2.6. The vector ∆0 is a cyclic and separating trace vector for the
von Neumann algebra W∗(Xq) generated by Xq in the representation of T2 on `2(S) for
all q > 0.

Proof. Using Proposition 2.4, τ(·) = 〈·∆0, ∆0〉 is a trace on W∗(Xq) when
q =

√
(n−1)/n. To see that τ is a trace for general q, it is enough to show that

τ(yz) = τ(zy) when y and z are polynomials in Xq and X∗
q . Notice that τ applied

to any polynomial in Xq and X∗
q yields a polynomial in q. Since τ is trace on

W∗(Fn) for q =
√

(n− 1)/n, n > 2, τ(yz) − τ(zy) is a polynomial in q with
infinitely many zeros, meaning it is identically zero.

Lemma 2.5 shows that ∆0 is cyclic for W∗(Xq), and a cyclic trace vector for a
von Neumann algebra is always separating, since, for a, b, c in W∗(Xq), the trace
property gives 〈ab∆0, c∆0〉 = 〈bc∗a∆0, ∆0〉, and so if a∆0 = 0, cyclicity forces a to
be the zero operator.

When a von Neumann algebra R acts on a Hilbert space H with cyclic (and
hence separating) trace vector ξ, the conjugate linear operator J defined (initially)
on the dense subspace Rξ by Jaξ = a∗ξ is isometric and hence extends to a
conjugate linear isometry of period two, called the modular conjugation operator
for the pair (R, ξ), taking H onto itself. The crucial fact in this situation (see, for
instance, Theorem 1.24 of Jones and Sunder [13]) is that JRJ = R′.

We now identify the modular conjugation operator for (W∗(Xq), ∆0) on
Fock space, and show that the resulting ∗-anti-isomorphism of W∗(Xq) and its
commutant amounts to replacing left action by right action.

PROPOSITION 2.7. Let J be the modular conjugation operator defined for the pair
(W∗(Xq), ∆0). Then J acts on `2(S) by sending ∆s to ∆s∗ , where s∗ is the string in
{+,−} obtained from s by swapping + and − and reversing the order.
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Proof. Consider the modular conjugation operator Ĵ for (W∗(Fn), δ0) on the
space `2(Fn). There, we have

Ĵδg = ĴLgδ0 = (Lg)∗δ0 = Lg−1 δ0 = δg−1 .

Using Proposition 2.4 to identify W∗(Xq) for q =
√

(n− 1)/n with a subgroup
of W∗(Fn), the modular conjugation operator J of (W∗(Xq), ∆0) is merely the
restriction of Ĵ to the completion of W∗(Xq)δ0, and so J∆s = ∆s∗ for W∗(Xq)
when q =

√
(n− 1)/n.

We now establish the statement for all q > 0. From Lemma 2.5, we may find
a unique element of the unital algebra generated by Xq and X∗

q , call it Ys, such that
∆s = Ys∆0. By the definition of J, it is enough to show that (Ys)∗ = Ys∗ . Ys can be
written as a linear combination of monomials in Xq and X∗

q with coefficients that
are Laurent polynomials in q. Then

τ((Ys∗ − (Ys)∗)∗(Ys∗ − (Ys)∗))

is a Laurent polynomial in q. As noted above, this polynomial is zero for infinitely
many values of q (the free group cases), and so must be zero for all values of q.

COROLLARY 2.8. The operator that acts on `2(S) on the right in the same way
that Xq acts on the left generates the commutant W∗(Xq)′ of W∗(Xq).

2.3. PROJECTIONS AND SPECTRA. Because C∗r (Fn) contains no non-trivial projec-
tions (see, for example, Davidson [9]), we have from Proposition 2.4 that C∗(Xq)
also contains no non-trivial projections for q =

√
(n− 1)/n. We will now con-

struct a projection in C∗(Xq) for q < 1/
√

2 by considering the spectrum of the
element X∗

q Xq. We do not know whether C∗(Xq) contains non-trivial projections
for other values of q. Denote by Sp(X) the spectrum of the operator X.

THEOREM 2.9. For q > 1/
√

2, ‖Xq‖ = 2q and Sp(X∗
q Xq) = [0, 4q2].

For 0 < q < 1/
√

2,

Sp(X∗
q Xq) = [0, 4q2] ∪

{ 1
1− q2

}
and ‖Xq‖ =

1√
1− q2

.

Proof. Consider C∗(Xq) in the representation of T2 on `2(S) as previously
described. Let S = l(−)l(+) and let K be the Hilbert space C∗(S)∆0. Then
K ' l2(N), and S acts as the unilateral shift on K. We may restrict our atten-
tion to K because ∆0 is a cyclic vector for X∗

q Xq in this representation of T2 and
K is invariant under X∗

q Xq. More precisely, X∗
q Xq acts as q2(S∗ + 2I + S) on the

majority of K (that is, except for the subspace spanned by ∆−+ and ∆0). Thus
X∗

q Xq is a perturbation of q2(S∗ + 2I + S) by a compact operator.
The operator S∗ + S is known to have spectrum [−2, 2], so that the spec-

trum of X∗
q Xq consists of the interval [0, 4q2] and perhaps some isolated eigen-

values (see, for example, Theorem 4.6 of Conway [7]). For convenience, let L =
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X∗
q Xq/q2 − 2I, which has the form

1
q2 − 2 1

q 0 0 0 . . .
1
q 0 1 0 0 . . .
0 1 0 1 0 . . .

0 0 1 0 1
. . .

0 0 0 1 0
. . .

...
...

...
. . . . . . . . .


,

relative to the standard basis for `2(N). Suppose λ > 2 is an eigenvalue of L with
eigenvector~v = 〈vi〉∞

i=0. The equation L~v = λ~v yields the following simultaneous
equations for the components of ~v:

( 1
q2 − 2

)
v0 +

1
q

v1 = λv0,

1
q

v0 + v2 = λv1,

vn−1 + vn+1 = λvn for n > 2.

Except for the first two equations, this is a recurrence relation. Because λ > 2,
the two-by-two matrix for the linear recurrence has two real eigenvalues, the first
greater than one, and the other, namely r = (λ −

√
λ2 − 4)/2, in the open unit

interval. Because ~v ∈ `2(N), the only eigenvalue that contributes to ~v is r; that
is, we must have vn = v1rn−1 for n > 1. In particular, v2 = rv1. This and the
equations above specifying λv0 and λv1, along with 1 = r(λ − r) readily yield
v1 = (r/q)v0 and λ = q−2 − 2 + rq−2 (else ~v vanishes). With µ = λ + 2, this
makes µ−

√
µ(µ− 4) = 2q2µ, and hence µ = q−2(1− q2)−2. Thus

λ =
1

q2(1− q2)
− 2

for q less than 1/
√

2, and if q > 1/
√

2, no such λ exists.

COROLLARY 2.10. The algebras C∗(Xq) are not all isomorphic.

Proof. For q between zero and 1/
√

2, by Theorem 2.9, the spectrum of X∗
q Xq

is not connected so that C∗(Xq) contains a non-trivial (spectral) projection. On
the other hand, for q =

√
(n− 1)/n, n > 2, C∗(Xq) is projectionless.

We also analyze Xq + X∗
q :

PROPOSITION 2.11. For 0 < q < 1,

Sp(Xq + X∗
q ) =

[
− 2

√
1 + q2, 2

√
1 + q2

]
and |Xq + X∗

q | = 2
√

1 + q2.
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Proof. Leaving the calculations to the reader, the subspace (Xq + X∗
q )∆0 is

spanned by the orthonormal vectors {wn}, where w0 = ∆0, w1 = (∆+ +∆−)/
√

2,
and

wk =
∑|s|=k qµ(S)∆s√

2(1 + q)k−1

for k > 2, where µ(s1 · · · sk) is the number of j for which sj 6= sj+1. Xq + X∗
q acts,

for k > 2, on the wk by

(Xq + X∗
q )w0 =

√
2w1, (Xq + X∗

q )w1 =
√

2w0 +
√

1 + q2w2,

and (Xq + X∗
q )wk =

√
1 + q2(wk−1 + wk+1).

Thus, with respect to this basis,

Xq + X∗
q√

1 + q2
=



0
√

2
1+q2 0 0 0 . . .√

2
1+q2 0 1 0 0 . . .

0 1 0 1 0 . . .

0 0 1 0 1
. . .

0 0 0 1 0
. . .

...
...

...
. . . . . . . . .


.

If λ is eigenvalue for this operator with λ > 2, the entries v0, v1, and v2 of an
`2-eigenvector must satisfy sv1 = λv0, sv0 + v2 = λv1 (where s =

√
2/(1 + q2) ),

and v2 = rv1 (where r is as in the proof of Theorem 2.9). These three equations
make λ = rs2, so λ < 2r < λ, a contradiction. We likewise rule out λ < −2 using
the recurrence matrix eigenvalue (λ +

√
λ2 − 4)/2 in place of r.

Finally, we are able to determine the spectrum of Xq.

PROPOSITION 2.12. The spectrum of Xq is the closed unit disc for all q > 0.

Proof. Paschke [18] has shown that the spectrum of the normalized sum of
the generators in C∗r (Fn) is the unit disc. Since

(P0 + P1 + qP2)Xq

(
P0 + P1 +

1
q

P2

)
= T1 + T∗2 ,

the Xq for q > 0 are all similar. The result then follows from Proposition 2.4.

3. EIGENSTATES

Fix q > 0. The goal of this section is to gather what information we can
about the λ-eigenstates of T2 for Xq. If the unital C∗-algebra A has a faithful trace,
then for x in A, there is a λ-eigenstate of A for x for every λ in the spectrum of
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x. This is because one-sided inverses in A are automatically two-sided inverses.
Conversely, of course, the existence of a λ-eigenstate puts λ in the spectrum. Be-
cause of Proposition 2.12, we may assume that |λ| 6 1. After some preliminaries,
we are forced to treat the cases |λ| = 1 and |λ| < 1 separately.

First, we establish some notation. Let f be a λ-eigenstate of T2 for Xq and
let (ρ, H, ξ) be the GNS representation corresponding to f . Let T1 and T2 be the
partial isometries generating T2, let Pi = TiT∗i for i = 1 and 2, and let P0 =
1 − T1T∗1 − T2T∗2 be the defect projection. Let Vi = ρ(Ti) and Ei = ρ(Pi) for
i = 0, 1, 2.

Using the Wold decomposition of H with respect to V2, we may write

H = H−1 ⊕ H0 ⊕ H1 ⊕ · · ·

where V2 acts unitarily on H−1, H0 = ker(V∗
2 ), and Hi+1 = V2Hi for i > 0. Note

that H0 = (E1 + E0)H so that V1H ⊆ H0.
Write ξ = ξ−1 + ξ0 + ξ1 + · · · , where ξi ∈ Hi. Then ρ(Xq)ξ can be decom-

posed as

ρ(Xq)ξ = V1(E0 + E1 + qE2)ξ + (E0 + qE1 + E2)V∗
2 ξ

= V∗
2 ξ−1 + (V1(E0 + E1 + qE2)ξ + (E0 + qE1)V∗

2 ξ1) + V∗
2 ξ2 + V∗

2 ξ3 + · · ·

since V∗
2 ξ0 = 0, (E0 + E1)V∗

2 ξi = 0 for all i 6= 1, and the range of V1 is contained
in H0.

For notational purposes, let η = V1(E0 + E1 + qE2)ξ ∈ H0 so that

(3.1) ρ(Xq)ξ = V∗
2 ξ−1 + (η + (E0 + qE1)V∗

2 ξ1) + V∗
2 ξ2 + V∗

2 ξ3 + · · · .

By definition, ρ(Xq)ξ = λξ so that (3.1) gives, for i > 1, the equations:

(3.2) λξ−1 = V∗
2 ξ−1, λξ0 = η + (E0 + qE1)V∗

2 ξ1, λξi = V∗
2 ξi+1.

LEMMA 3.1. In the above discussion, suppose that |λ| < 1. Then
(i) ξ1 = 0 = E0V∗

2 ξ1;
(ii) Setting ν = V∗

2 ξ1, µ = V2(1− λV2)−1ξ1, and

a =
−qλ

1− |λ|2 ,

we have ν ∈ V1H (so µ ⊥ ν) and ξ = aν + µ; and
(iii) The span of µ and ν is invariant under V∗

1 and V∗
2 . Indeed,

V∗
1 µ = 0 = V∗

2 ν, V∗
2 µ = ν + λµ, and V∗

1 ν = λν− (1− |λ|2)µ.

Proof. Using the notation established above, because λξ−1 = V∗
2 ξ−1, and

V∗
2 is isometric on H−1, we have ξ−1 = 0. Also, for i > 1, ξi+1 = λiVi

2ξ1 so that

(3.3) ‖ξi+1‖ = |λ|i‖ξ1‖.

Let φ = E0V∗
2 ξ1 and ν = E1V∗

2 ξ1 so that

(3.4) V∗
2 ξ1 = φ + ν.
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V∗
2 is also isometric on H1 so that

(3.5) ‖V∗
2 ξ1‖2 = ‖ξ1‖2 = ‖φ‖2 + ‖ν‖2.

Now, using (3.3) in the orthogonal decomposition of ξ, we have

(3.6) 1 = ‖ξ‖2 = ‖ξ0‖2 + ‖ξ1‖2(1 + |λ|2 + |λ4|+ · · · ) = ‖ξ0‖2 +
1

1− |λ|2 ‖ξ1‖2.

From the definition of η, using λξ0 = η + (E0 + qE1)V∗
2 ξ1 from (3.2), and that V1

acts isometrically on H, we have

‖η‖2 = ‖V1(E0 + E1 + qE2)ξ‖2 = ‖(E0 + E1 + qE2)ξ‖2(3.7)

= |ξ0 + q(ξ1 + ξ2 + · · · )|2 = ‖ξ0‖2 +
q2

1− |λ|2 ‖ξ1‖2.

Because η ∈ E1H and φ ∈ E0H, we have 〈φ, η〉 = 0, and so

‖η‖2 = ‖η + φ‖2 − ‖φ‖2 = ‖λξ0 − qν‖2 − ‖φ‖2(3.8)

= |λ|2‖ξ0‖2 − 2q Re λ〈ξ0, ν〉+ q2‖ν‖2 − ‖φ‖2.

Together, (3.5), (3.7), and (3.8) give

0 = (1− |λ|2)‖ξ0‖2 +
( q2

1− |λ|2
)
‖ξ1‖2 + 2q Re λ〈ξ0, ν〉 − q2‖ν‖2 + ‖φ‖2

= (1− |λ|2)‖ξ0‖2 +
q2

1− |λ|2 (‖φ‖2 + ‖ν‖2) + 2q Re λ〈ξ0, ν〉 − q2‖ν‖2 + ‖φ‖2

= (1− |λ|2)‖ξ0‖2 + 2q Re λ〈ξ0, ν〉+
q2|λ|2

1− |λ|2 ‖ν‖2 +
(

1 +
q2

1− |λ|2
)
‖φ‖2

=
∣∣∣√1− |λ|2ξ0 +

qλ√
1− |λ|2

ν
∣∣∣2

+
(

1 +
q2

1− |λ|2
)
‖φ‖2.

Thus

‖φ‖ = 0 =
∣∣∣√1− |λ|2ξ0 +

qλ√
1− |λ|2

ν
∣∣∣

so that

φ = E0V∗
2 ξ1 = 0, ν = E1V∗

2 ξ1 = V∗
2 ξ1,

and ξ0 = aν.
From (3.4), V∗

2 ξ1 = ν. Because ξ1 ∈ V2H0, it follows that E2ξ1 = ξ1, so that
we have ξ1 = V2ν, ξi = λi−1Vi

2ν, and ξ = aν + µ where µ = (V2ν + λV2
2 ν + · · · ).

Also, 〈ν, µ〉 = 0, both ν and µ are non-zero, and V∗
2 µ = ν + λµ.

Consider the action of ρ(Xq) on ξ:

λ(aν+µ)=λξ =ρ(Xq)ξ = ρ(Xq)(aν+µ)=V1(aν+qµ)+(E0+qE1+E2)(ν+λµ)

= V1(aν + qµ) + qν + λµ
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so that
V1(aν + qµ) + qν = λaν

and

(3.9) aν + qµ = (λa− q)V∗
1 ν.

Since

λa− q = λ
( −qλ

1− |λ|2
)
− q =

(−q|λ|2)− q(1− |λ|2)
1− |λ|2 =

−q
1− |λ|2 ,

for q > 0, we have that λa− q 6= 0 and we may solve (3.9) for V∗
1 ν to get

(3.10) V∗
1 ν =

a
λa− q

ν +
q

λa− q
µ.

With a little more effort, we have

a
λa− q

=
−qλ

1−|λ|2
−q

1−|λ|2
= λ and

q
λa− q

=
q
−q

1−|λ|2
= |λ|2 − 1,

so that (3.10) becomes
V∗

1 ν = λν− (1− |λ|2)µ.
It is immediate from the definitions of µ and ν that V∗

1 µ = 0 = V∗
2 ν and that

V∗
2 µ = ν + λµ. Thus Span{V∗

α ξ} = Cν + Cµ.

The subspace spanned by µ and ν will play a major role in what follows,
so we dub it H∗. The next two propositions, which come up naturally here, are
needed for the simplicity result in the next section rather than the uniqueness
result of the present one.

PROPOSITION 3.2. In the situation of Lemma 3.1, let ξ ′ = ν + qλµ. Then ξ ′ is a
λ-eigenvector for ρ(X∗

q ). The vectors ξ and ξ ′ are orthogonal and hence span H∗.

Proof. Calculate as follows:

ρ(X∗
q )(ν+qλµ)=V2(E0 + qE1 + E2)(ν + qλµ) + (E0 + E1 + qE2)V∗

1 (ν + qλµ)

=V2(qν + qλµ) + (E0 + E1 + qE2)V∗
1 (ν)

=qV2ν + qλV2µ + (E0 + E1 + qE2)(λν + (|λ|2 − 1)µ)

=qV2ν+q(µ−V2ν)+(λν+q(|λ|2−1)µ)=λν+q|λ|2µ=λ(ν+qλµ).

Set ξ ′ = ν + qλµ. Then

|ν|2 = |ξ1|2, |µ|2 = |ξ1 + λV2ξ1 + λ2V2
2 ξ1 + · · · |2 =

1
1− |λ|2 |ξ1|2,(3.11)

and so
〈ξ, ξ ′〉 = a|ν|2 + qλ|µ|2 = (a− a)|ξ1|2 = 0.

It is immediate from the definitions of µ and ν that V∗
1 µ = 0 = V∗

2 ν, and that
V∗

2 µ = ν + λµ.
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We will show in Section 6 that the subspaces C∗(ρ(Xq))ξ and C∗(ρ(Xq))ξ ′

are, in fact, orthogonal.

PROPOSITION 3.3. In the situation of Proposition 3.2, the subspace H∗ is cyclic
for C∗(ρ(Xq)). That is,

H = C∗(ρ(Xq))H∗.

Proof. Recall that if α=α1 · · · αl is a word in {1, 2}, the convention is to write
Vα = Vα1 · · ·Vαl . With H∗ = Span{ν, µ}= Span{ξ, ξ ′}, let H̃ = C∗(ρ(Xq))H∗. We
wish to show that H ⊆ H̃. Recall that in the GNS construction, the vector ξ is
cyclic for the GNS representation ρ, so that H = C∗(V1, V2)ξ. Since we may write
ξ = aν + V2(1− λV2)−1ν, we have that H = C∗(V1, V2)ν, and it suffices to show
that the dense subspace of H spanned by elements of the form VαV∗

β ν is contained

in H̃. Further, because H∗ is invariant under both V∗
1 and V∗

2 , we need only show
Vα H∗ ⊆ H̃ for all α.

Proceed by induction on the length of α. For |α| = 1, we have

V1ν = ρ(Xq)ν, V2µ = ρ(X∗
q )µ, V2ν = µ− λV2µ = µ− λρ(X∗

q )µ,

and since

ρ(Xq)µ = (V1(E1 + qE2) + (qE1 + E2)V∗
2 )µ

= qV1µ + (qE1 + E2)(ν + λV2ν + λ2V2
2 ν + · · · ) = qV1µ + qν + λµ,

we have

V1µ = q−1(ρ(Xq)µ− qν + λµ).

Now, assume that |α| > 1. If α begins with two ones so that α = 11α′, then
we may write Vα = ρ(Xq)V1α′ . By the induction hypothesis, V1α′H∗ ⊆ H̃, and
ρ(Xq)H̃ ⊆ H̃ by definition. If α = 12α′, then Vα = q−1(ρ(Xq)V2α′ − cVα′), where
c is either 1 or q depending on what α′ begins with. Again, apply the induction
hypothesis. If α begins with a two, use a similar argument replacing ρ(Xq) with
ρ(X∗

q ).

THEOREM 3.4. For each q > 0 and |λ| < 1, there exists a unique λ-eigenstate of
T2 for Xq.

Proof. Retain the notation of Proposition 3.3. Recall that elements of the
form TαT∗β , where α and β are words in {1, 2}, span a dense subspace of T2. For
the state f ,

f (TαT∗β ) = 〈ρ(TαT∗β )ξ, ξ〉 = 〈VαV∗
β ξ, ξ〉 = 〈V∗

β ξ, V∗
α ξ〉.

Since we know how V∗
1 and V∗

2 act on the span of µ and ν, inner products of the
form 〈V∗

β ξ, V∗
α ξ〉 may be calculated from ‖ν‖, ‖µ‖, and 〈ν, µ〉. From the defini-

tions, 〈ν, µ〉=0. We now show that ‖ν‖ and ‖µ‖ depend algebraically on q and λ.
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Because ξ = aν + µ, we have

(3.12) |a|2‖ν‖2 + ‖µ‖2 = 1.

Further, µ = (V2ν + λV2
2 ν + · · · ) so that

(3.13) ‖µ‖2 = (1 + |λ|+ · · · )‖ν‖2 =
‖ν‖2

1− |λ|2 .

Together, (3.12) and (3.13) yield

‖ν‖2 =
(1− |λ|2)2

q2|λ|2 + 1− |λ|2 and ‖µ‖2 =
1− |λ|2

q2|λ|2 + 1− |λ|2 .

We now consider the case |λ| = 1, where an essential change occurs in the
behavior of the representations.

PROPOSITION 3.5. In the discussion at the beginning of this section, let |λ| = 1.
Then H = C∗(ρ(Xq))ξ.

Proof. Since |λ| = 1, we have ξi = 0 for all i > 1, and

λξ0 = V1(qξ−1 + ξ0) and V∗
2 ξ−1 = λξ−1.

Thus ‖ξ0‖2 = q2‖ξ−1‖2 + ‖ξ0‖2, and so ξ−1 = 0 as well, leaving ξ = ξ0. In
particular, we have

V1ξ0 = λξ0 and V∗
1 ξ0 = λξ0

so that
ρ(X∗

q )ξ = λξ + qV2ξ.

Thus the Vi and their adjoints act on ξ as follows:

V∗
1 ξ = λξ, V∗

2 ξ = 0, V1ξ = λξ, V2ξ = q−1(ρ(X∗
q )− λ)ξ,

so that Span{ξ} is invariant under the V∗
1 and V∗

2 . Thus, as in the proof of Propo-
sition 3.3, it suffices to show that Vαξ ∈ C∗(ρ(Xq))ξ for all strings α of ones and
twos and the argument to do so, by induction on the length of α, is exactly the
same as that given there.

THEOREM 3.6. For each q and λ with q > 0 and |λ| = 1, there exists a unique
λ-eigenstate of T2 for Xq.

Proof. Retaining the notation of Proposition 3.5, for Z ∈ T2,

f (Z) = 〈ρ(Z)ξ0, ξ0〉.

Again, elements of the form TαT∗β are a dense subset of T2. Since ξ = ξ0 is in the
range of V1, V∗

2 ξ = 0. Then, as above,

〈ρ(TαT∗β )ξ, ξ〉 = 〈VαV∗
β ξ, ξ〉 = 〈V∗

β ξ, V∗
α ξ〉
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and

f (TαT∗β ) =

{
0 if “2” occurs in α or β,
λ|α|−|β| otherwise,

uniquely determines f on T2.

PROPOSITION 3.7. For each λ in the spectrum of Xq, the unique λ-eigenstate f of
T2 for Xq is pure, as is the restriction of f to C∗(Xq).

Proof. Let f be the unique λ-eigenstate of T2 for Xq, and suppose that f can
be written as a non-trivial convex linear combination of two states g and h. By
definition, f kills the positive element (X∗

q − λ)(Xq − λ), but then so must both
g and h. Thus g and h are both λ-eigenstates of T2 for Xq, and we must have
f = g = h by the uniqueness of f .

Let f ′ be the restriction of f to C∗(Xq). Suppose f ′ can be written as a non-
trivial convex linear combination of states g′ and h′. Since f ′, g′, and h′ all kill
(X∗

q −λ)(Xq −λ), by the uniqueness of f extending any one to T2 must give f .

We remark that by Proposition 3.7 and Kadison’s transitivity theorem [14],
we do not need to take closures in the various cyclic subspaces encountered in
this section. We have H = ρ(T2)ξ because ρ is an irreducible representation of T2.
The subspaces ρ(C∗(Xq))ξ and (for |λ| < 1) ρ(C∗(Xq))ξ ′ are also closed, being the
GNS spaces of pure states of C∗(Xq). When |λ| = 1, we have ρ(C∗(Xq))ξ = H. By
contrast, it is reasonable to surmise that H is the orthogonal sum of ρ(C∗(Xq))ξ
and ρ(C∗(Xq))ξ ′ when |λ| < 1. We will prove this in Section 6 by establishing
that when |λ| < 1, the representations of C∗(Xq) on C∗(Xq)ξ and C∗(Xq)ξ ′ are
unitarily inequivalent.

4. SIMPLICITY

In the proof of our simplicity result, we will wish to use the simplicity of
O2, and therefore need to begin this section by identifying C∗(Xq) as a subal-
gebra of O2. In what follows, we will frequently make use of the observation
that the kernel of the GNS representation ρ of a state f of a C∗-algebra A is
{a ∈ A : f (AaA) = 0}. In particular, if f annihilates an ideal J of A, then so
does ρ.

4.1. MODULO THE COMPACTS. Notice that when we represent T2 on Fock space,
the ideal K generated by the defect projection P0 gets mapped to the ideal of
compact operators on Fock space. We will use the same customary letter for both
ideals.

PROPOSITION 4.1. Let q > 0 and |λ| 6 1. The unique λ-eigenstate f of T2 for
Xq kills the ideal K of T2 generated by the defect projection.
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Proof. Let V1 and V2 generate T2 in the GNS representation corresponding
to f . Let Ei = ViV∗

i for i = 1 and 2, and let E0 = 1− E1− E2. Finally, let µ and ν be
as in Lemma 3.1. Recall that elements of the form TαP0T∗β span a dense subspace
of K. If |λ| < 1, then

f (TαP0T∗β ) = 〈VαE0V∗
β ξ, ξ〉.

From the definitions, ξ = aν + µ and

E1ν = ν, E1µ = 0, E2ν = 0, E2µ = µ.

It follows that

E0(Cν + Cµ) = (1− E1 − E2)(Cν + Cµ) = 0.

Finally, since V∗
β ξ ∈ Cν + Cµ, VαE0V∗

β ξ = 0.
If |λ| = 1, then

VαE0V∗
β ξ0 = Vα(1− E1 − E2)V∗

β ξ0 = VαV∗
β ξ0 −VαE1V∗

β ξ0 −VαE2V∗
β ξ0

= λ−|β|(Vαξ0 −VαE1ξ0 −VαE2ξ0).

Since E1ξ0 = ξ0 and E2ξ0 = 0, VαE0V∗
β ξ = 0 for any α, β.

We have shown for the unique λ-eigenstate f of T2 for Xq, f (K) = 0 where
K, the ideal generated by the defect projection P0, is isomorphic to the compact
operators on a separable Hilbert space. Thus these eigenstates are actually eigen-
states of O2 for the image of Xq modulo the compacts.

PROPOSITION 4.2. W∗(Xq) ∩K = 0.

Proof. Suppose for the sake of eventual contradiction that W∗(Xq) ∩K 6= 0.
Then there exists a non-zero finite dimensional projection P ∈ W∗(Xq). Let J be
the modular conjugation operator for (W∗(Xq), ∆0) on Fock space. The projection
JPJ, which commutes with W∗(Xq), must also be finite-dimensional. Let θ be the
representation of W∗(Xq) obtained by restriction to the finite-dimensional invari-
ant subspace JPH. Then θ(Xq) has an eigenvector, implying a finite-dimensional
GNS representation for an eigenstate. In our determination of the unique eigen-
states of Xq, however, we found the GNS representations to always be infinite-
dimensional.

Because W∗(Xq) misses the compacts, so does C∗(Xq), and the latter is thus
isomorphic to its image in O2 modulo the compacts. Specifically, viewing Xq as
an element of O2, we may write

Xq = S1(P1 + qP2) + (qP1 + P2)S∗2

where Pi = SiS∗i for i = 1 and 2.



SIMPLICITY OF C∗ -ALGEBRAS USING UNIQUE EIGENSTATES 337

4.2. SIMPLE ALGEBRAS. In this section, we use the detailed information we now
possess about the eigenstates of C∗(Xq) to show those algebras are simple for
all q > 0. From above, we may treat C∗(Xq) as a subalgebra of O2. Further,
composing any state with the quotient map from T2 to O2 shows that eigenstates
of O2 for Xq must also be unique.

Let σ be the automorphism of O2 given by σ(Si) = S3−i, and αz the au-
tomorphism of O2 defined by sending S1 7→ zS1 and S2 7→ zS2, where z is a
complex number of modulus one. Note that σ(Xq) = X∗

q and αz(Xq) = zS1 +
(zS2)∗ = zXq.

For what follows, let D be a C∗-subalgebra of O2 that contains C∗(Xq). We
will show that any such D that is also invariant under σ and each αz is simple.
We remark that this does not provide a new proof of the simplicity of O2, since
we use this fact in the first lemma below.

If λ is a complex number in the spectrum of Xq, denote by fλ the unique
λ-eigenstate of O2 for Xq with corresponding GNS representation (ρλ, Hλ, ξλ).
Further, let Jλ be the kernel of the GNS representation, γλ, of the restriction of fλ

to D. The main thing we will wish to show, when all the hypotheses on D are in
force, is that Jλ is (0) for all |λ| 6 1.

LEMMA 4.3. If C∗(Xq) ⊆ D ⊆ O2 and |λ| = 1 then Jλ = (0).

Proof. By Proposition 3.3, we have Dξ = H, so the representation γλ is the
restriction of ρλ to D. The representation ρλ is faithful because O2 is simple.

LEMMA 4.4. Let D be as in Lemma 4.3, and suppose J is a two-sided closed ideal
of D. Let θ be the quotient map

θ : D → D/J .

If the spectral radius of θ(Xq) is one, then J = (0).

Proof. Let A := D/J . Suppose λ ∈ Sp(θ(Xq)) and |λ| = 1. Then, since
θ(Xq)− λ is not invertible, either θ(Xq)− λ has no left inverse and A(θ(Xq)− λ)
is not all of A, or θ(Xq)− λ has no right inverse and (θ(Xq)− λ)A is not all of A.

Consider first the case where θ(Xq) − λ has no left inverse and hence the
left ideal A(θ(Xq)− λ) is not all of A. Recall that in any unital Banach algebra,
the norm closure of a proper left or right (algebraic) ideal is also a proper ideal.
Since A(θ(Xq)− λ) is a proper left ideal of A, A(θ(Xq)− λ) is also a proper left
ideal of A. Thus (θ(Xq)− λ)∗(θ(Xq)− λ) is not invertible, and is therefore killed
by a state φ. By definition, θ(Xq)− λ is in the left kernel of φ, which makes φ a
λ-eigenstate of A for θ(Xq), and φ ◦ θ a λ-eigenstate of D for Xq.

Extending φ ◦ θ to a state of O2 yields a λ-eigenstate of O2 for Xq, and must
therefore give the unique λ-eigenstate of O2 for Xq, fλ. Thus Jλ is the kernel
of the GNS representation of D corresponding to φ ◦ θ, and, since |λ| = 1, by
Lemma 4.3, Jλ = (0). Since φ ◦ θ annihilates J , we have J ⊂ Jλ, and hence
J = 0.
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If θ(Xq)− λ has a left inverse but has no right inverse, then (θ(Xq)− λ)A
is not all of A. Applying the involution, we have A∗(θ(Xq)∗ − λ) is also not
all of A∗ = A. Interchanging ones and twos, we know that there is a unique
λ-eigenstate of O2 for X∗

q , so that the proof in this case may proceed as in the
previous case by replacing λ with λ and Xq with X∗

q .

PROPOSITION 4.5. If D is a C∗-subalgebra of O2 that contains C∗(Xq) and fur-
ther satisfies σ(D) = D, (0) is a prime ideal of D.

Proof. Suppose that (0) = J1 ∩ J2 for ideals J1 and J2.
Let

θ1 : D → D/J1 and θ2 : D → D/J2

be the two quotient maps. Since J1 ∩ J2 = (0), then

θ1 ⊕ θ2 : D → D/J1 ⊕D/J2,

defined by d 7→ θ1(d)⊕ θ2(d) is an injective ∗-homomorphism ofD. Since θ1 ⊕ θ2
is injective, (θ1⊕ θ2)(Xq) has spectral radius one, and thus either θ1(Xq) or θ2(Xq)
must have spectral radius one.

Suppose that θ1(Xq) has spectral radius one. Then by Lemma 4.4, J1 = (0).
If θ2(Xq) has spectral radius one, then by Lemma 4.4, J2 = (0). Thus (0) is a
prime ideal.

COROLLARY 4.6. IfD is a C∗-subalgebra ofO2 that contains C∗(Xq) and further
satisfies σ(D) = D, J is a closed two-sided ideal of D, and J ∩ σ(J ) = (0), then
J = (0).

Proof. First, note that because σ(D) = D, σ(J ) is an ideal of D. Now apply
Corollary 4.6 to see that either J = (0) or σ(J ) = (0). In either case, J = (0)
since σ(J ) ' J .

LEMMA 4.7. If σ(D) = D and r is a real number that satisfies |r| < 1, then
Jr = 0.

Proof. The r-eigenstate fr of O2 for Xq satisfies

fr ◦ σ((X∗
q − r)∗(X∗

q − r)) = fr((Xq − r)∗(Xq − r)) = 0,

so that fr ◦ σ is the unique λ-eigenstate of O2 for X∗
q . Notice that for a in D, we

have
fr(Dσ(a)D) = fr ◦ σ(DaD)

because D is σ-invariant. Thus, σ(Jr) is the kernel of the GNS representation
of the restriction of fr ◦ σ to D. Let ξ ′r be the r-eigenvector, normalized to have
length one, of ρr(X∗

q ) exhibited in Proposition 3.2. Then fr ◦ σ = 〈ρr(·)ξ ′r, ξ ′r〉. The
state vectors ξr and ξ ′r correspond to kernels of GNS representations as follows:

Jr = {a ∈ D : ρr(a)Dξr = 0}, and σ(Jr) = {a ∈ D : ρr(a)Dξ ′r = 0}.
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By Proposition 3.3, only the zero operator can annihilate both Dξr and Dξ ′r and
the representation ρr ofO2 is faithful, so Jr ∩ σ(Jr) = 0. That Jr = 0 now follows
from Corollary 4.6.

LEMMA 4.8. If D is a C∗-subalgebra of O2 that contains C∗(Xq) and further
satisfies σ(D) = D and αz(D) = D for any complex z of modulus one, then Jλ = (0)
for any λ in the closed unit disc.

Proof. Write λ = rz for |z| = 1 and 0 6 r 6 1. Then

fr◦αz((Xq−λ)∗(Xq−λ))= fr((zXq−λ)∗(zXq−λ))= fr(|z|2(Xq−r)∗(Xq−r))=0.

We conclude from eigenstate uniqueness that fλ = fr ◦ αz. It then follows, as
in the proof of Lemma 4.7 and using αz-invariance of D, that αz maps Jλ to Jr,
which we know is (0).

THEOREM 4.9. LetD be a C∗-subalgebra ofO2 containing C∗(Xq) for some q > 0
such that σ(D) = D and αz(D) = D for all complex z of modulus one. Then D is
simple. In particular, C∗(Xq) is simple for q > 0.

Proof. Let J be a proper two-sided closed ideal of D, θ the quotient map
θ : D → D/J . Reasoning as before, if A = D/J and λ ∈ Sp(θ(Xq)), θ(Xq)− λ
is not invertible, so eitherA(θ(Xq)−λ) or (θ(Xq)−λ)A is not all ofA. As before,
we may assume thatA(θ(Xq)− λ) is not all ofA, since the proof in the other case
is similar, so that (θ(Xq)−λ)∗(θ(Xq)−λ) is not invertible, and there exists a state
φ on A for which θ(Xq)− λ is in the left kernel. Then φ ◦ θ is a λ-eigenstate of D
for Xq and J ⊆ Jλ = (0) by Lemma 4.8.

4.3. EXAMPLES.

THEOREM 4.10. Let F be the family of elements of the form SαS∗α. Then the sub-
algebra of O2 generated by F and Xq, for fixed q > 0, is proper and simple.

Proof. To show that the subalgebraD ofO2 generated byF and Xq is proper,
we will exhibit a representation of O2 in which D has a non-trivial closed invari-
ant subspace that is not invariant under S1 or S2. Let F be the full Fock space, with
vacuum vector Ω, of C2 with orthonormal basis {e1, e2}, and let F′ be the full Fock
space, with vacuum vector Ω′ of C2 with orthonormal basis {e′1, e′2}. Attached
distinguished vectors ω and ω′ to F and F′ respectively to yield H = F⊕Cω and
H′ = F′ ⊕Cω′. Define isometries S1 and S2 on H⊕ H′ as follows: Sj is the left
creation operator l(ej) on F, the left creation operator l(e′j) on F′, and

S1ω = ω′, S1ω′ = Ω′, S2ω = Ω, S2ω′ = −ω.

One checks readily that S1S∗1 + S2S∗2 = 1, so that this gives a representation ofO2.
Then

Xqω =0, X∗
q ω′=0, XqΩ=qe1+ω, Xqω′=Ω′, X∗

q Ω= e2 X∗
q Ω′=qe′2+ω′.
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Thus the subspaces H and H′ are invariant under both Xq and X∗
q , as well as

under all of the monomials SαS∗α, but not invariant under S1 or S2. Thus D is
properly contained in O2. In fact, the representation of O2 described above is the
GNS representation of the zero-eigenstate of O2 for Xq.

To see that D properly contains C∗(Xq), observe that XqS1S∗1 = S11S∗1 . This
element of D, call it W, satisfies WW∗ = S11S∗11 and W∗W = S1S∗1 . Since W∗W −
WW∗ is a non-zero projection, the C∗-algebra D cannot have a faithful trace.

THEOREM 4.11. Let p 6= q be positive real numbers. Then C∗(Xq, Xp) is a proper
simple subalgebra of O2.

Proof. First, note that a suitable linear combination of Xq and Xp for p 6= q
yields any Xp′ . Thus the C∗(Xq, Xp) are all isomorphic. They are strictly larger
than any C∗(Xq) by Corollary 2.10. C∗(Xq, Xp) cannot be all of O2, since the
GNS representation of the zero-eigenstate of O2 for Xq and non-trivial closed Xq-
invariant and X∗

q -invariant subspace described in the proof of Theorem 4.10 is not
dependent on q. C∗(Xq, Xp) is simple by Theorem 4.9.

Our unique eigenstate technique can also be used to give a proof of the sim-
plicity of C∗r (Fn) for n > 2. We present this not with the intention of improving
on the elegant and economical original argument of Powers [19], but to show that
our methods extend somewhat beyond the setting of the present paper.

The point of entry is the fact that there is a unique one-eigenstate of C∗r (Fn)
for u1, namely the one whose restriction to Fn is the indicator function of G1,
the cyclic subgroup of Fn generated by u1. The proof of this is in a paper of
Paschke [17], but we can give a self-contained argument using Theorem 2.9 above,
as follows: for any s in Fn \ G1, it is not difficult to show that the double coset
G1sG1 contains an infinite free set. For t1, t2, . . . , tk in this free set, our calculation
of the norm of Xq, with q =

√
(k− 1)/k, gives the well-known formula (see, for

instance, Akemann and Ostrand [1]) |t1 + · · ·+ tk| = 2
√

k− 1.
Dividing by k makes the norm of the resulting average arbitrarily small. If

f is a one-eigenstate of C∗r (Fn) for u1 (and hence for u∗1 , because u1 is normal), by
the Cauchy–Schwarz inequality it is invariant under left and right multiplication
by u1, and thus constant on the closed convex hull of G1sG1. We have just seen
that this set contains zero, so f (s) = 0. Thus the restriction of f to Fn is the
indicator function of G1, as claimed.

Now observe that for any t in Fn \ {e}, we have

lim
m→∞

f (u−m
2 tum

2 ) = 0.

Thus, the trace 〈 · δe, δe〉 on C∗r (Fn) is the w∗-limit of vector states in the GNS
representation of f . Since the trace is faithful on C∗r (Fn), it follows that the GNS
representation of f must be faithful.

Composing with automorphisms of C∗r (Fn) that spin u1, we see that for any
unimodular complex number z, there is a unique z-eigenstate fz of C∗r (Fn) for u1,
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and that the GNS representation of fz is faithful. Now let J be a proper closed
ideal of C∗r (Fn), and let W be the image of u1 in the quotient C∗r (Fn)/J. Pick z in
the spectrum of the unitary element W. There is a z-eigenstate g of the quotient
for W. Its composition with the quotient map must be fz. Thus fz annihilates J.
We conclude that J must be (0).

5. SPECIAL CASES

When q is one, the algebra C∗(X1) is isomorphic to the algebra C∗(s(C2))
introduced by Voiculescu [23]; we thus know rather more about this case than we
do for arbitrary positive q. To see the isomorphism, let T1 and T2 be the isometries
on Fock space defined in Section 2 above. Voiculescu’s paper makes it plain that
C∗(s(C2)) = C∗(T1 + T∗1 , T2 + T∗2 ). Notice that

W1 =
1√
2
(T1 + iT2) and W2 =

1√
2
(T1 − iT2)

are isometries of Fock space with orthogonal ranges and a non-zero defect space.
There is thus an isometry θ of T2 taking Tj to Wj. Since X1 = T1 + T∗2 , we have

θ(X1) =
1√
2
(T1 + T∗1 + i(T2 + T∗2 )),

so θ maps C∗(X1) onto C∗(T1 + T∗1 , T2 + T∗2 ).
It now follows from results by Voiculescu [23] (for the two-dimensional case

of his construction) that C∗(X1) has a unique tracial state, and that the von Neu-
mann algebra that it generates in the GNS representation of that state (that is,
the representation on Fock space) is isomorphic to the von Neumann algebra
generated by F2 in its left regular representation. Voiculescu exhibits C∗(T1 +
T∗1 , T2 + T∗2 ) as the reduced free product (see the book by Voiculescu, Dykema,
and Nica [22] for an introduction) of C∗(T1 + T∗1 ) and C∗(T2 + T∗2 ) with respect
to the pair of states obtained by restricting the trace to these subalgebras. He
also shows that each of these algebras contains a unitary, all of whose non-zero
powers are annihilated by the trace. The simplicity of the free product then fol-
lows from a result of Avitzour [2], so that we have a second proof that C∗(X1) is
simple.

The value of zero for q has so far been excluded from our discussion be-
cause from time to time we have had to divide by q. If we define X0 in O2 by
X0 = S1P1 + P2S∗2 , where Pi = SiS∗i , we soon discover that C∗(X0) differs sig-
nificantly from any C∗(Xq) with q > 0. Indeed, notice that S1P1 and S2P2 are
partial isometries with orthogonal domain and range projections that both sum
to the identity, and so C∗(X0) is isomorphic to the subalgebra of C∗(S)⊕ C∗(S)
generated by S⊕ S∗, where S is a unilateral shift, by Coburn’s Theorem [5]. From
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this, we have the exact sequence

0 → K⊕K → C∗(X0) → C(T)⊕ C(T) → 0.

Because the class of nuclear C∗-algebras is closed under extensions (see, for ex-
ample, Blackadar’s book [4]), and K and C(T) are nuclear, C∗(X0) is also nuclear.
Finally, the presence of a non-trivial projection in C∗(X0) implies by spectral the-
ory that C∗(Xq) has a non-trivial projection for sufficiently small q, independently
of the more precise assertion in Section 2.

6. FURTHER RESULTS

The assumption of nuclearity has played a large role in work on the clas-
sification of C∗-algebras. We now show that while C∗(Xq) is exact for q > 0, it
is not nuclear. While this prohibits trying to fit C∗(Xq), q > 0, into the current
classifiable C∗-algebras, it also suggests C∗(Xq) has an interesting structure.

PROPOSITION 6.1. The algebras C∗(Xq) are exact for all q > 0.

Proof. By a result of Kirchberg (see 6.3.11 in Rørdam [21]), a separable C∗-
algebraA is exact if and only if there is an injective ∗-homomorphism i : A → O2.
Combine this with Proposition 4.2.

For a C∗-algebraA acting on a Hilbert space H, a hypertrace onA is a state φ
on B(H) that containsA in its centralizer. That is, if X ∈ A, then φ(XY) = φ(YX)
for all Y ∈ B(H). IfA is a C∗-algebra and π is a non-degenerate representation of
A, π is hypertracial if π(A) has a hypertrace. The algebraA is weakly-hypertracial if
there exists a faithful non-degenerate representation of A that is hypertracial [3].

THEOREM 6.2. For q > 0, C∗(Xq) is not weakly-hypertracial.

Proof. Suppose to the contrary that C∗(Xq) is weakly-hypertracial for some
q > 0. Consider the image of C∗(Xq) in the representation of T2 on H = `2(S).
Because C∗(Xq) is simple by Theorem 4.9, this is a faithful, non-degenerate rep-
resentation of C∗(Xq). By our assumption, there exists a hypertrace Φ for C∗(Xq)
on B(H).

Consider now the image of T2 in B(H), where we let Pi = TiT∗i , P0 = 1−
P1 − P2, Q1 = P0+P1+qP2, and Q2 = P0+qP1+P2, so that Xq =T1Q1+Q2T∗2 . Then

Φ(T1Q1T1Q1) = Φ(Xq(T1Q1)) = Φ((T1Q1)Xq) = Φ(T1Q1T1Q1 + T1Q1Q2T∗2 ),

so that

(6.1) Φ(T1Q1Q2T∗2 ) = 0,

and by symmetry,

(6.2) Φ(T2Q2Q1T∗1 ) = 0.
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Also, we have

Φ(T1Q1T1Q1 + T1Q1Q2T2 + T2Q2Q1T1 + T2Q2T2Q2 + Q2
1 + Q2

2)

= Φ((Xq + X∗
q )(T1Q1 + T2Q2)) = Φ((T1Q1 + T2Q2)(Xq + X∗

q ))

= Φ(T1Q1T1Q1 + T1Q1Q2T∗2 + T1Q1Q1T∗1 + T1Q1T2Q2

+ T2Q2T2Q2 + T2Q2Q1T∗1 + T2Q2Q2T∗2 + T2Q2T1Q1)

so that

Φ(Q2
1 + Q2

2) = Φ(T1Q1Q2T∗2 + T1Q2
1T∗1 + T2Q2

2T∗2 + T2Q2Q1T∗1 )

and, from (6.1) and (6.2),

(6.3) Φ(Q2
1 + Q2

2) = Φ(T1Q2
1T∗1 + T2Q2

2T∗2 ).

Now Q2
1 = P0 + P1 + q2P2 = 1− (1− q2)P2 and likewise Q2

2 = 1− (1−
q2)P1, so that, Q2

1 + Q2
2 = (1 + q2) + (1− q2)P0, and (6.3) becomes

1 + q2 + (1− q2)Φ(P0) = Φ(T1T∗1 + T2T∗2 − (1− q2)T1P2T∗1 − (1− q2)T2P1T∗2 ),

1 + q2 + (1− q2)Φ(P0) = 1−Φ(P0)− (1− q2)Φ(T1P2T∗1 + T2P1T∗2 ).

Finally, we get

(6.4) q2 = (q2 − 2)Φ(P0) + (q2 − 1)Φ(T1P2T∗1 + T2P1T∗2 ).

Because P0 is a projection, 0 6 E(P0) 6 1, and adding Φ(P0) to the right side of
(6.4) gives

(6.5) q2 6 (q2 − 1)Φ(P0 + T1P2T∗1 + T2P1T∗2 ).

In fact, P0 + T1P2T∗1 + T2P1T∗2 is a projection, so that

0 6 Φ(P0 + T1P2T∗1 + T2P1T∗2 ) 6 1,

so that (6.5), for q > 0, becomes

q2 6 q2 − 1,

which is impossible and contradicts our original assumption.

COROLLARY 6.3. For q > 0, C∗(Xq) is not nuclear.

Proof. Suppose to the contrary that C∗(Xq) is nuclear for some q > 0. Con-
sider again the image of C∗(Xq) in the representation of T2 on H = `2(S). We now
invoke a theorem of Lance [16], that states that for every representation ρ of a nu-
clear C∗-algebra A on a Hilbert space H, there exists a conditional expectation E
from L(H) to the weak closure ρ(A). Thus there exists a conditional expectation
E : B(H) → W∗(Xq). Because τ is a trace on W∗(Xq), for any a ∈ W∗(Xq),

τ ◦ E(ab) = τ(aE(b)) = τ(E(b)a) = τ ◦ E(ba)

for all b ∈ B(H), so that τ ◦ E is a hypertrace on W∗(Xq), and thus also on C∗(Xq),
contradicting Theorem 6.2.
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COROLLARY 6.4. For q > 0, C∗(Xq) is not quasidiagonal.

Proof. Any quasidiagonal C∗-algebra is weakly hypertracial [3].

For the sake of completeness, we end the paper by sharpening Theorem 3.4.
Fix q and λ with q > 0 and |λ| < 1. Regard Xq as an operator in O2, and let the
latter act on the Hilbert space H via the GNS representation of the λ-eigenstate for
Xq. Let the vectors ν, µ, ξ, and ξ ′ be as in Section 3. Thus, the unit λ-eigenvector
for Xq is

ξ =
qλ

|λ|2 − 1
ν + µ,

and the non-zero vector ξ ′ = ν + qλµ is a λ-eigenvector for X∗
q . The vector states

of C∗(Xq) corresponding to ξ and ξ ′/‖ξ ′‖ are pure. The subspaces C∗(Xq)ξ and
C∗(Xq)ξ ′ are closed by Kadison’s transitivity theorem [14], and their sum is dense
in H.

THEOREM 6.5. The two subspaces C∗(Xq)ξ and C∗(Xq)ξ ′ are orthogonal. Their
sum is H, and the irreducible representations of C∗(Xq) obtained by restriction to these
subspaces are unitarily inequivalent.

Proof. Our argument depends crucially on previous results with a similar
flavor by Paschke [18] for representations of Fn. Fix n > 2 and let Fn, with
generators u1, . . . , un act on `2(Fn) via the left regular representation. Let X =
n−1/2(u1 + · · · + un). There is a pure λ-eigenstate φ of C∗r (Fn) for X such that
φ(w) depends only on sign(w) for w in Fn [17]. Switching generators to their
inverses gives a pure λ-eigenstate φ′ for X∗. Also the GNS representations of
C∗r (Fn) for φ and φ′ are unitarily inequivalent [18].

Let q =
√

(n− 1)/n. We have seen in Section 2 that restriction to C∗(X)δe
gives an isomorphism of C∗(X) with C∗(Xq) sending X to Xq. It follows that
the restriction of φ to C∗(X) is the unique λ-eigenstate (call it f ) of C∗(X) for
X, and similarly for φ′, which restricts to the unique λ-eigenstate f ′ of C∗(X)
for X∗. We claim that compression to C∗(X)δe gives a conditional expectation
E : C∗r (Fn) → C∗(X), and that φ = f ◦ E, φ′ = f ′ ◦ E. To see this, take w in Fn
and let a be the average of all v in FN with the same sign as w. The argument
in Lemma 2.5 above shows that a is a polynomial in X and X∗, so in particular
belongs to C∗(X). For a sign s, let ∆s be as in Section 2, so ∆s is a multiple of
the indicator function of the set of group elements with sign s, and the ∆s form
an orthonormal basis for C∗(X)δe. For any signs s and t, and any v in Fn with
the same sign as w, we have 〈v∆s, ∆t〉 = 〈w∆s, ∆t〉. Averaging over all such v
shows that 〈a∆s, ∆t〉 = 〈w∆s, ∆t〉. We conclude that the compression of w to
C∗(X)δe is the restriction to this subspace of the average a. Since a ∈ C∗(X) and
since the group elements w span a dense subspace of C∗r (Fn), we have the desired
conditional expectation E. Consider now the state f ◦ E of C∗r (Fn). This state is
a λ-eigenstate for X, and a glance at the state formula [18] shows that on group
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elements it depends only on the sign, just like φ. By a straightforward induction
argument, using the properties that f ◦ E(e) = 1, that f ◦ E(w) = f ◦ E(w−1) for
w in Fn, and that

f ◦ E((u1 + · · ·+ un)w) =
√

nλ f ◦ E(w)

for w in Fn, it follows that φ and f ◦ E must coincide. Likewise φ′ = f ′ ◦ E.
It is a simple consequence of the unitary version of Kadison’s transitivity

theorem [12] that two pure states of a C∗-algebra have unitarily equivalent GNS
representations if and only if the states themselves are unitarily equivalent. Sup-
pose that there exists a unitary U in C∗(X) such that f ′(Y) = f (UYU∗) for all Y
in C∗(X). Then for any y in C∗r (Fn), we would have

φ′(y) = f ′(E(y)) = f (UE(y)U∗) = f (E(UyU∗)) = φ(UyU∗).

This would contradict the known inequivalence of the GNS representations of
φ and φ′. We conclude that the GNS representations of C∗(X) coming from f
and f ′ are unitarily inequivalent, which means that the representations of C∗(Xq)
(for our special value of q) on C∗(Xq)ξ and C∗(Xq)ξ ′ are inequivalent. This in
turn implies that C∗(Xq)ξ ⊥ C∗(Xq)ξ ′ since the restriction to the first subspace
of the orthogonal projection of H on the second intertwines two inequivalent
irreducible representations, and hence must be zero. We have proved the theorem
in the special case q =

√
(n− 1)/n for integer n > 2.

We deduce orthogonality of the subspaces for arbitrary q as follows: de-
fine vectors e1 and e2 by e1 = ν/‖ν‖ and e2 = µ/‖µ‖. By equation (3.11) and
Lemma 3.1, we have

V∗
1 e1 = λe1 −

√
1− |λ|2e2, and V∗

2 e2 =
√

1− |λ|2e1 + λe2,

where {V1, V2} is the pair of Cuntz isometries used to define Xq. Furthermore
V∗

1 e2 = 0 = V∗
2 e1. It follows that when powers of V∗

1 and V∗
2 are restricted to

the span of e1 and e2, the resulting matrix entries depend only on λ. From this in
turn we conclude that the linear functionals 〈· ei, ej〉 on O2 are independent of q.
Consider now η and η′ defined by

η = qλe1 −
√

1− |λ|2e2, and η′ =
√

1− |λ|2e1 + qλe2.

By (3.8), these vectors are non-zero scalar multiples of ξ and ξ ′ respectively,
namely

η = −
√

1− |λ2|
‖µ‖ ξ, and η′ =

1
‖µ‖ ξ ′.

The net effect of these manipulations is to make 〈Yη, η′〉 a polynomial in q for
any given monomial Y in Xq and X∗

q . We know that this polynomial vanishes
for the infinitely many “group case” values of q, so it vanishes for all q. Thus
C∗(Xq)ξ ⊥ C∗(Xq)ξ ′.
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Finally, unitary equivalence of the two representations would imply the ex-
istence of a unit vector ξ̃ in C∗(Xq)ξ ′ such that Xq ξ̃ = λξ̃. By uniqueness of the
λ-eigenstate of O2 for Xq, we would then have 〈Tξ, ξ〉 = 〈Tξ̃, ξ̃〉 for all T in O2
and hence, by irreducibility of the representation of O2 on H, for all bounded
operators T on H. This is impossible, because ξ̃ ⊥ ξ.

We remark that the formulas in the proof above for the matrix entries of the
restrictions of V∗

1 and V∗
2 to the span of e1 and e2 show that the representations of

O2 that we are dealing with depend only on λ (up to unitary equivalence). This
is because these representations are, for instance, the GNS representations of the
q-independent state 〈 · e1, e1〉.
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