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ABSTRACT. We propose a new approach to the spectral theory of perturbed
linear operators in the case of a simple isolated eigenvalue. We obtain two
kinds of results: “radius bounds” which ensure perturbation theory applies
for perturbations up to an explicit size, and “regularity bounds” which control
the variations of eigendata to any order. Our method is based on the implicit
function theorem and proceeds by establishing differential inequalities on two
natural quantities: the norm of the projection to the eigendirection, and the
norm of the reduced resolvent. We obtain completely explicit results without
any assumption on the underlying Banach space.

In companion articles, on the one hand we apply the regularity bounds to
Markov chains, obtaining non-asymptotic concentration and Berry–Esseen in-
equalities with explicit constants, and on the other hand we apply the radius
bounds to transfer operators of intermittent maps, obtaining explicit high-
temperature regimes where a spectral gap occurs.
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gap, effective inequalities.
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INTRODUCTION

Let X be a real or complex Banach space and denote by K the field of scalars
and by B(X ) the space of bounded linear operators acting on X , endowed with
the operator norm. Given an operator L0 ∈ B(X ) (the case of a closed operator
can be treated similarly using the graph norm on its domain) it is a natural and
old set of problems to ask how its spectral properties change under perturbation,
i.e. when one considers L = L0 + M where M is small in operator norm. A par-
ticularly important question with many applications, for example in the study
of Markov chains and of transfer operators of dynamical systems, is the analytic
dependency of a simple, isolated eigenvalue with the perturbation.

This question is often considered for “Gâteaux” perturbations, i.e. of the
form t 7→ Lt, t ∈ (−ε, ε) and in a purely asymptotic form. At least in some fields,
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authors often refer to the book of Kato [7] (see also [3]), without using the quanti-
tative statements that are present there (written in the finite-dimension chapters,
but adaptable to infinite-dimensional spaces). Kato uses contour integrals, as in-
troduced by Sz.-Nagy [13] but it has been noticed by Rosenbloom [12] that one
can use the implicit function theorem to easily obtain similar results, and this will
serve as a starting point.

We shall distinguish two types of quantitative statements: one can estimate
the allowable size of a perturbation below which an analytic simple isolated
eigenvalue is ensured (radius estimates), or bound the variations or the iterated
derivatives of the eigenvalue and other eigendata (regularity estimates). Radius
estimates are present in various works. We refer to [1], notably page 322, for an
account which is about as complete as we could give; more recent references are
[4] and [11]. Regularity estimates are much less common, the only one I know of
being in [12] (Corollary 1a.); it is quite involved and insufficient for some appli-
cations (see e.g. Remark 1.7).

The goal of this article is to produce radius and regularity estimates that:

(i) hold in any Banach space;
(ii) are uniform over directions (as in “Fréchet” dérivatives), non-asymptotic

and entirely explicit;
(iii) control higher order derivatives of eigendata (for the regularity estimates).

The motivations for these properties lie in the applications developed in
dynamical systems [9] and probability theory [10], which both rely on the present
article. The operators to be perturbed (transfer operator and Markov averaging
operator) are not self-adjoint and in fact very often act on spaces which are not
Hilbertian, thus preventing the use of a large part of the literature (e.g. pseudo-
spectrum). The uniformity and explicitness is also crucial, as the applications are
about effective results. The control of higher order derivatives is crucial to [10],
where the spectral method is needed up to order 3. To the best of my knowledge
none of the numerous previously known estimates have these qualities.

To achieve this we mostly rely on the comparison principle for differential
inequalities, an approach that feels simpler than the majorizing series method. We
also want to argue for dropping the parametrized approach (which considers a
map t 7→ Lt) to perturbation theory in favor of a direct approach inside B(X )
(specific parametrized perturbation being then handled by composition), as it
seems to clarify the computations. As a testimony to this point of view, let us
give right away a short proof of the qualitative perturbation theory of a simple
isolated eigenvalue. The proof does not differ substantially from the one given
in [12], but we include it with our notation as it serves as a starting point to our
new results, and also to advertise further the point made by Rosenbloom that
this approach should simplify the matter at hand. Note that a similar approach is
taken in [6].
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THEOREM. If L0 ∈ B(X ) has a simple isolated eigenvalue, then there is an open
neighborhood V of L0 such that all L ∈ V have an eigenvalue λL close to λ0. The map
λ : V → K is analytic, L does not have other eigenvalues near λ0, and there is another
analytic map u : V → X such that uL is an eigenvector of L for λL.

Proof (Rosenbloom). Denote by u0 an eigenvector, let φ0 be an eigenform (i.e.
φ0 is an eigenvector of L∗0 for λ0) and up to multiplying either of them by a scalar
assume φ0(u0) = 1. Consider the obviously analytic map

F : B(X )× (X ×K)→ X ×K
(L, u, λ) 7→ (Lu− λu, φ0(u)− 1).

We have F(L0, u0, λ0) = 0 and the partial derivative of F with respect to the
(X ×K) factor at the point (L0, u0, λ0) is

∂2F0(v, ρ) = ((L0 − λ0)v− ρu0, φ0(v)).

Decomposing along 〈u0〉 ⊕ ker φ0 we see that

∂2F0(au0 + k, ρ) = ((L0 − λ0)k− ρu0, a)

so that for all b, η ∈ K and h ∈ ker φ0 the equation ∂2F0(au0 + k, ρ) = (bu0 + h, η)
has a unique solution

a = η, ρ = −b, k = (L0 − λ0)
−1
|ker φ0

h

where the invertibility of (L0 − λ0) from ker φ0 to itself follows from the fact that
λ0 is simple isolated. The implicit functions theorem then ensures that there is
an analytic map (u, λ) : V → X ×K defined in a neighborhood of L0 such that
F(L, uL, λL) ≡ 0 and (uL, λL) is the unique solution to this equation in a neigh-
borhood of (u0, λ0). In particular λL is an eigenvalue of L and uL is an eigenvec-
tor.

ORGANIZATION OF THE ARTICLE. In Section 1 we fix some notation and gather
our main statements, to ease later reference. Section 2 gives information on a
few tools we need: analyticity in Banach spaces, the implicit function theorem,
and metric derivatives. In Section 3 we give formulas for the derivatives of the
eigendata, from which in Section 4 we derive Lipschitz estimates on eigendata
and on two crucial parameters τ, γ. Last, Section 5 contains the end of the proofs
of the main results.

1. MAIN RESULTS

NOTATION AND CONVENTION. All norms will be denoted by ‖·‖. Operators,
linear and multilinear forms will always be endowed with the operator norm.
We denote by B(y, r) the ball of radius r and center y.
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We shall denote the composition of operators and the application of an op-
erator to a vector by simple juxtaposition (as in π0Mu0) unless it feels necessary
to mark them with ◦ and parentheses for more clarity (e.g. π0 ◦M(u0)). When
ψ ∈ X ∗ and v ∈ X , we will write ψ(·)v for the rank-one operator X → X map-
ping x to ψ(x)v (often denoted by v⊗ ψ), not to be confused with the scalar ψv.

In the complex case, we take the convention that X ∗ is made of linear forms
(not semi-linear) and we pair forms with vectors without taking conjugate, i.e.
〈ψ, v〉 = ψv, so that adjoints have the same spectrum as the original operator
instead of the conjugate one.

To state more conveniently some of our results, we will use the following
two variations on the big-O notation. First, OC(·) will mean a big-O with explicit
bound: if f is a Banach-valued map and g is a function,

f = OC(g) if and only if ‖ f (x)‖ 6 C|g(x)| ∀x.

Second, we write f = O∗a,b,...(g) when for all a+, b+, . . . , there exist a constant
C = C(a+, b+, . . . ) > 0 such that for all arguments x with a(x) 6 a+, b(x) 6
b+, . . . we have

‖ f (x)‖ 6 C|g(x)|.
All maps with operator-valued arguments have their operators written in

subscript indices, e.g. we write uL, λL rather than u(L), λ(L); the index 0 refers
to L0 in this notation, e.g. u0 = uL0 .

Among the possible equivalent definitions of a simple isolated eigenvalue
the following one is closest to our needs.

DEFINITION 1.1. We say that L ∈ B(X ) has the scalar λ as a simple isolated
eigenvalue if there exists a non-zero u ∈ X such that Lu = λu and if there exists
a complement G to 〈u〉 which is preserved by L and such that the restriction and
co-restriction of L− λ to G → G is invertible.

Note that by a complement we shall always mean a topological (i.e. closed)
complement and that we write λ for the scalar operator λ Id when no confusion is
possible. In the above circumstances, we will denote by (L− λ)−1 the inverse of
L− λ viewed as an operator on G. From now on, we will write all eigendata for
L with a subscript, implicitly assuming L is in a sufficiently small neighborhood
of L0. In particular, the subspace G will be denoted by GL and will be called the
stable complement of L.

If λL is a simple isolated eigenvalue of L, it is also a simple isolated eigen-
value of the dual operator L∗, which has an eigenform φL ∈ X ∗ (i.e. φLL(x) = λLx
for all x ∈ X ). The stable complement GL coincides with the kernel of φL, and the
L∗-stable complement of φL is the the set u⊥L of forms that vanish on the eigen-
vector uL.

If we normalize the eigenvector or eigenform such that φL(uL) = 1, we can
write PL = φL(·)uL and πL = Id−φL(·)uL for the projections with respect to the
decomposition X = 〈uL〉 ⊕ GL.
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The reduced resolvent (at λL) of L is the operator

SL = (L− λL)
−1πL ∈ B(X ),

which takes its values in GL.
Our method relies on two particular quantities associated to an operator

(with a simple isolated eigenvalue), which on the one hand control all derivatives
of eigendata (to all order), and on the other hand are defined in terms of some
eigendata.

DEFINITION 1.2. Let L ∈ B(X ) have a simple isolated eigenvalue λL, with
eigenvector uL and eigenform φL. We shall consider the quantities

τL :=
‖φL‖‖uL‖
|φLuL|

= ‖PL‖ and γL := ‖(L− λL)
−1πL‖ = ‖SL‖,

respectively, called the condition number and the spectral isolation.

Let us quickly explain their relevance. A large condition number means
that the eigenspace 〈u〉 is close to the stable complement GL; when X is a Hilbert
space and L is normal the condition number is 1, but the condition number is also
1 in many other cases. The spectral isolation controls how far λ must be from the
rest of the spectrum (small γ entails a very isolated eigenvalue).

It will be convenient to say that every L in an open connected set V 3 L0
“has an ASIE” (standing for Analytic Simple Isolated Eigenvalue) if there is an
analytic map λ defined on V such that λL is a simple isolated eigenvalue of L. It
will then follow that the other eigendata will also be analytic in the same region.

1.1. RADIUS ESTIMATE. We assume L0 ∈ B(X ) has a simple isolated eigenvalue
λ0 with eigenvector u0, eigenform φ0, stable complement G0 := ker φ0 and asso-
ciated projections P0, π0.

Our first result is a simple radius estimate.

THEOREM 1.3. All L such that ‖L− L0‖ < 1
6τ0γ0

have an ASIE.

REMARK 1.4. This is very close to the estimate of Baumgärtel [1], see
page 322 and further. However Baumgärtel assumesX is a Hilbert space; it might
be possible to extend the method he employs to general Banach spaces, but the
level of technicality makes it tedious to check.

It is not easy to compare with the result of [11] in general, notably because
our choice of balance between precision and simplicity is slightly different. When
τ0 = 1, ‖(L0 − λ0)

−1‖ =: 1
δ0

and ‖π0‖ = 2 (which is not uncommon, see Re-

mark 1.5), in the worst case Nair gets a radius of δ0
16 while we get δ0

12 .

REMARK 1.5. A toy application consist in applying Theorem 1.6 in X =
Rn with the supremum norm ‖·‖∞, to (a multiple of) the matrix L0 having all
coefficients equal to 1

n , yielding the following.
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A matrix L = (`ij)ij that has almost constant coefficients in the sense that
for some c, on all rows i it holds

(1.1)
1
n ∑

k
|`ik − c| 6 |c|

12
,

must have a simple eigenvalue (here the 12 comes from τ0 = 1 and γ0 6 2). Un-
der a slightly stronger bound, Theorem 1.6 will also imply that the eigenvalue is
positive, and we could further find conditions ensuring the eigenvector is posi-
tive too.

This can be seen as a variation on the Perron–Frobenius theorem since (1.1)
is fulfilled whenever for all coefficients |`ij − c| < |c|

12 (the Perron–Frobenius theo-
rem would ask this with 1

12 replaced by 1, taking c as the middle of the range in-
terval of the coefficients); but (1.1) is more flexible in that it allows for coefficients
of variable sign (a small proportion of the coefficients can be very far from c).

1.2. REGULARITY ESTIMATES. Next, at any distance smaller than our radius es-
timate we obtain effective regularity estimates. This is the main result of this
article, to be used intensively in [10].

THEOREM 1.6. Given any K > 1, whenever ‖L− L0‖ 6 K−1
6Kτ0γ0

we have

‖Dλ‖ 6 τ0 +
K− 1

3
, ‖DPL‖ 6 2Kτ0γ0,

‖D2λ‖ 6 2Kτ0γ0, ‖DπL‖ 6 2Kτ0γ0,

‖D3λ‖ 6 12K2τ2
0 γ2

0,

and the following Taylor formulas with explicit bounds:

λL = λ0 + Oτ0+(K−1)/3(‖L− L0‖),

λL = λ0 + φ0(L− L0)u0 + OKτ0γ0(‖L− L0‖2),

λL = λ0 + φ0(L− L0)u0 − φ0(L− L0)S0(L− L0)u0 + O2K2τ2
0 γ2

0
(‖L− L0‖3),

PL = P0 + O2Kτ0γ0(‖L− L0‖),
πL = π0 + Oτ0+(K−1)/3(‖L− L0‖).

REMARK 1.7. We stopped our estimates at order 3 while it is easy (but
slightly tedious) to use our methods up to any finite order, notably Proposition 3.7
is easily extended. Our motivation to go precisely this far is in Berry–Esseen
bounds: in [10] we apply these estimates to Markov chains, seen as averaging
operators on a suitable space of functions. Under a natural spectral gap assump-
tion, the order 1 term gives a law of large numbers and the order 1 Taylor formula
gives effective estimates in the convergence speed; the order 2 Taylor develop-
ment gives a central limit theorem and the order 2 Taylor formula gives effective
estimate in the convergence speed, notably Berry–Esseen bounds.
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REMARK 1.8. Expressed in terms of r = ‖L− L0‖, these bounds are

‖Dλ‖ 6 τ0 +
2τ0γ0r

1− 6τ0γ0r
,

‖D2λ‖, ‖DPL‖, ‖DπL‖ 6
2τ0γ0

1− 6τ0γ0r
,

‖D3λ‖ 6
12τ2

0 γ2
0

(1− 6τ0γ0r)2 .

1.3. SPECTRAL GAP ESTIMATES. In some applications, we have more than an iso-
lated eigenvalue: a spectral gap below λ0. It is well-known that the operators
having a spectral gap form an open set, and we shall provide a quantitative ver-
sion of this statement.

DEFINITION 1.9. We shall say that L ∈ B(X ) has a spectral gap (of size δ ∈
(0, 1) with constant C > 1) below its eigenvalue λ if on the stable complement G
to the one-dimensional eigenspace it holds

‖Lnx‖ 6 C|λ|n(1− δ)n‖x‖ ∀x ∈ G, ∀n ∈ N.

Under the assumption of a spectral gap, λ is not only isolated from the rest
of the spectrum: the rest of the spectrum is contained in a disc of radius |λ|(1− δ).
We shall then call λ the leading (or main) eigenvalue.

When it comes to perturbations, the simplest case to handle is when C = 1,
i.e. 1

λ0
L0 is contracting on G0.

THEOREM 1.10. Assume L0 has a spectral gap of size δ0 below its leading eigen-
value λ0 with constant C0 = 1, i.e.

‖L0x‖ 6 (1− δ0)|λ0|‖x‖ ∀x ∈ G0.

Set a=2(|λ0|(1−δ0)+‖L0‖). Given δ∈ (0, δ0), let ρ(δ) be the unique positive root of

X2
(

a +
1− δ

6τ0γ0

)
+ X

(
6|λ0|(δ− δ0) + a +

1− δ

γ0
+

1
τ0γ0

)
+ 6|λ0|(δ− δ0).

Then every L ∈ B(X ) such that

‖L− L0‖ 6
ρ(δ)

6(1 + ρ(δ))τ0γ0

has a spectral gap of size δ below λL, with constant 1.

Note that ρ(δ) tends to 0 as δ→ δ0 and has a finite limit when δ→ 0, which
gives a lower bound on the radius around L0 where some spectral gap persists.
The expressions are a bit intricate, but they only depend on the numerical quan-
tities τ0, γ0, ‖L0‖, |λ0|, δ0, neither on the specific value of L0 nor on any property
of X .

Under quite common further assumptions, we can simplify the result if we
accept to lose some precision.
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COROLLARY 1.11. In the case λ0 = ‖L0‖ = C0 = 1, all L such that

‖L− L0‖ 6
δ0(δ0 − δ)

6(1 + δ0 − δ)τ0‖π0‖
have a spectral gap of size δ below λL, with constant 1. In particular, all L such that

‖L− L0‖ <
δ2

0
6(1 + δ0)τ0‖π0‖

have some spectral gap, with constant 1.

REMARK 1.12. While the assumptions may seem quite restrictive, they are
relevant to the case when L belong to a family of “transfer operators” associated
with various potentials for a fixed dynamical system; we apply Corollary 1.11 to
this context in [9].

The case when C0 > 1 is technically more involved. Instead of working out
the numbers, we simply state a uniform but non-effective result.

COROLLARY 1.13. If L0 has a spectral gap of size δ0 with constant C0 below its
eigenvalue λ0, then all L such that

‖L− L0‖ 6 O∗C0,δ−1
0 ,τ0,|λ0|(1)

have a spectral gap below λL.

REMARK 1.14. Continuity of eigenvalues has been proved by Keller and
Liverani [8] for more general perturbations. More specifically, they considered
(under a specific set of assumptions) the case when we have an additional weaker
(not complete) norm ‖·‖w on X and the perturbation is small in the strong-to-
weak operator norm

‖L‖sw := sup{‖Lx‖w : ‖x‖ 6 1}.

It would be interesting to see whether radius bounds and regularity estimates
as above can be derived in this setting, which is notably important in dynam-
ical systems (for example, the perturbation induced on the “transfer operator”
of a perturbed dynamical system of hyperbolic type is often large in the usual
operator norm, but small in the strong-to-weak norm).

2. PREREQUISITES

2.1. ANALYTICITY IN BANACH SPACES. Analyticity in Banach spaces is very sim-
ilar to analyticity on R or C, but for the sake of completeness let us recall the
definition and a few properties. Note that the definition we give is a strong one,
some authors only asking for composition with analytic paths to be analytic. This
weaker definition gives no uniformity with respect to the direction of a perturba-
tion and is thus not suitable for our present purpose.
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Let X and Y be two (real or complex) Banach spaces, whose norms will
both be denoted by ‖·‖. A continuous, symmetric, multilinear operator ξ : X k →
Y has an operator norm denoted by ‖ξ‖; if x is a vector in X , we set ξ(x) :=
ξ(x, x, . . . , x) and we have ‖ξ(x)‖ 6 ‖ξ‖‖x‖k. We shall say that a sequence ξk :
X k → Y of continuous symmetric k-linear operators (k > 0) is a series with
positive radius of convergence if the complex series

∑
k>0
‖ξk‖zk

has a positive radius of convergence in C.
Let F : U ⊂ X → Y be a map defined on an open subset of X . We say

that F is analytic if for each x ∈ U there is a series of k-linear, symmetric, contin-
uous operators ξx,k : X k → Y with positive radius of convergence such that the
following identity holds for all h in a neighborhood of the origin in X :

(2.1) F(x + h) = ∑
k>0

ξx,k(h)

(note that as soon as ‖h‖ is small enough, the sum is absolutely convergent, hence
convergent).

An analytic map is smooth (in particular, Fréchet differentiable and locally
Lipschitz-continuous) and the operators ξx,k are uniquely defined by F. More-
over it suffices to check (2.1) at a point x to have a similar expansion F(y + h) =
∑ ξy,k(h) for all y in a neighborhood of x.

2.2. THE IMPLICIT FUNCTION THEOREM. The implicit function theorem is well-
known for smooth maps between finite-dimensional spaces; it holds as well in
the analytic regularity, for maps between Banach spaces, with basically the same
proof (see e.g. [2], [14]).

IMPLICIT FUNCTION THEOREM. Let F : U ⊂ X ×Y → Z be an analytic map
defined on an open set of the product space, such that F(x0, y0) = 0 for some (x0, y0) ∈
U. If ∂2F(x0,y0)

: Y → Z is a linear isomorphism of Banach spaces, then there is an
analytic map Y : V → Y defined in a neighborhood V of x0 such that Y(x0) = y0 and
for all x ∈ V , F(x, Y(x)) = 0. Moreover for each x close enough to x0, y = Y(x) is the
only solution to F(x, y) = 0 in a neighborhood of y0.

Here ∂2 denotes the second partial derivative of F, i.e.

∂2F(x,y)(h) = DF(x,y)(0, h).

REMARK 2.1. To treat the case when L0 is closed rather than bounded, one
needs a more general implicit function theorem, suitable for a map of the form
F(x, y) = Ay + b(x, y) where b is analytic and A is linear and closed with domain
D ⊂ Y . Such an implicit function theorem is easily deduced from the above one
by endowing D with the graph norm max(‖·‖, ‖A·‖) making it a Banach space.
Then Ay + b(x, y) defines an analytic map from an open set of X × D and the
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above theorem yields an implicit function Y : V ⊂ X → D, which is still analytic
when seen with target Y .

The key point to observe is that in the proof of analyticity of the eigendata
we can replace the factor X × K in the source by D × K, but let the target be
X ×K. Then we need that L0 − λ0 be invertible from D ∩ G0 to G0, with bounded
inverse (which is the usual hypothesis).

2.3. METRIC DERIVATIVE. Our effective estimates are obtained by controling the
evolution of the quantities τ and γ when the operator L moves away from L0. We
shall use differential inequalities to compare τ and γ to the solution of a system
of ODE, with the slight complication that τ and γ are not differentiable. We shall
rely on the simple notion of the metric derivative, also named pointwise Lipschitz
constant, of a function f : Y → K, which we denote by |D|:

|D| f (x) := lim sup
r→0

sup
y∈B(x,r)

| f (x)− f (y)|
‖x− y‖ .

Of course, if f is (Fréchet) differentiable then |D| f = ‖D f ‖, and if f is C-Lipschitz
then |D| f 6 C.

A way to reword this definition is by saying that |D| f (x) is the least con-
stant C such that

| f (x)− f (y)| 6 C‖x− y‖+ o(‖x− y‖) as y→ x.

This makes it easy to check that for all (locally Lipschitz, say) functions f , g, ( fi)i∈I
from Y to K we have

|D|| f | 6 |D| f ,

|D|( f g) 6 (|D| f )|g|+ | f |(|D| g),
|D| sup

i∈I
( fi) 6 sup

i∈I
(|D| fi),

and if f takes it values in a Banach space and is differentiable,

|D|‖ f ‖ 6 ‖D f ‖.

Moreover, we have the usual comparison result for differential inequalities
(which we state here in a version which is easy to prove and sufficient for our
purpose, but certainly less general than possible).

PROPOSITION 2.2. Let f : V ⊂ Y → R be a function defined on a convex
open set of a Banach space and F : [0,+∞) → [0,+∞) be a non-decreasing locally
Lipschitz function. Fix x0 ∈ V and let s : [0, R) → R (with R finite) be the solution to
(s′ = F(s), s(0) = | f (x0)|).

If |D| f (x) 6 F(| f (x)|) for all x ∈ V , then for all x ∈ V ∩ B(x0, R) we have

| f (x)| 6 s(|x− x0|).
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Proof. We first restrict ourselves to dimension 1. Let x ∈ V such that ‖x −
x0‖ < R and consider xt = x0 +

t(x−x0)
‖x−x0‖

and g(t) = | f (xt)| for t ∈ [0, R). Then
|D| g(t) 6 |D| f (xt) 6 F(g(t)).

Let C be a Lipschitz constant for F, valid on [0, R]. Given ε > 0, consider
the set

A = {t0 ∈ [0, R) : ∀t 6 t0 : g(t) 6 s(t) + εe2Ct}.
We have 0 ∈ A by the initial data imposed on s, and A is clearly an interval closed
in [0, R). Assume T := sup A < R; then we have g(T) 6 s(T) + εe2CT and thus

|D| g(T) 6 F(g(T)) 6 F(s(T) + εe2CT) 6 s′(T) + Cεe2CT .

For t→ T and t > T, taking the difference between

g(t) 6 s(T) + εe2CT + (s′(T) + Cεe2CT)(t− T) + o(t− T)

and

s(t) + εe2Ct = s(T) + εe2CT + (s′(T) + 2Cεe2CT)(t− T) + o(t− T)

we get
g(t) 6 s(t) + εe2Ct − Ce2CT(t− T) + o(t− T).

Therefore there exists a T′ > T such that g(t) 6 s(t) + εe2Ct for t ∈ [0, T′), con-
tradicting the definition of T. Thus T = R and for all t ∈ [0, R) and all ε > 0
we have g(t) 6 s(t) + εe2Ct. Passing to the limit when ε → 0, we get the desired
conclusion.

3. DERIVATIVES OF THE EIGENDATA

We fix a bounded operator L0 defined on X to itself having a simple iso-
lated eigenvalue λ0, an eigenvector u0 and an eigenform φ0. For simplicity, we
shall assume that φ0u0 = 1. This has no incidence on statements and quantities
which are invariant under changing this normalization, such as estimates on λ,
the value of τ, etc. Other cases can be recovered by homogeneity considerations
if necessary.

3.1. THE PERTURBED EIGENVALUE IS SIMPLE ISOLATED. Our starting point is the
qualitative theorem stated and proved in the introduction, according to which
there are analytic maps λ, u defined in a neighborhood V of L0 in X , with values
in K and X respectively, such that LuL = λLuL; moreover λL is the only eigen-
value of L near λ0. Up to further restrictions we assume V to be star-shaped with
respect to L0.

We moreover apply the same result to L∗0 to obtain an analytic map φ : V →
X ∗ such that φL is an eigenvector of L∗ for an eigenvalue that is close to λ0 and
must thus be λL. Then ker φL =: GL is a closed hyperplane which is L-invariant
and complementary to both 〈uL〉 and 〈u0〉. The hyperplanes GL and G0 can then
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be identified through π0. Since L− λL is close to L0 − λ0 ∈ B(G0) through this
identification, it must be invertible. This proves the following classical strength-
ening of the qualitative theorem stated in the introduction.

PROPOSITION 3.1. Each L in some neighborhood V of L0 (which has possibly been
further reduced) has λL as simple isolated eigenvalue.

We insist on the difference between the two eigendata λL and uL: λ is com-
pletely specified, while u is subject to normalization, as for every analytic func-
tion f : V → K, the map e f u also defines an eigenvector. Similarly, φL can be re-
placed by egφ freely. We shall assume that u is as constructed above (i.e. φ0uL ≡ 1)
but rescale φL to enforce the relation

φLuL = 1 ∀L ∈ V

which we assume from now on.

3.2. FIRST DERIVATIVE OF THE EIGENVALUE AND THE EIGENVECTOR. As is clas-
sical when one uses the implicit function theorem, the derivatives of the implicit
function can be recovered by differentiating F(L, uL, λL) ≡ 0, yielding the follow-
ing proposition.

PROPOSITION 3.2. On V we have

DλL(M) = φLMuL ∀M ∈ B(X )

and there is an analytic map a : V → B(X )∗ vanishing at L0 such that at all L ∈ V :

DuL(M) = −SLMuL + aL(M)uL.

Proof. Recall that u and λ are obtained by applying the implicit function
theorem to the map

F : B(X )× (X ×K)→ X ×K
(L, u, λ) 7→ (Lu− λu, φ0(u)− 1).

Differentiating F(L, uL, λL) ≡ 0 in a direction M ∈ B(X ) we obtain

((L− λL)DuL(M) + MuL − DλL(M)uL, φ0(DuL(M))) = 0.

Applying φL to the first member and using φL(L− λL) = 0, we get DλL(M) =
φLMuL. Applying πL to the first member and using L− λL = (L− λL)πL we get
πLDuL(M) = −SLMuL, and setting aL(M) := φL(DuL(M)) we are done.

REMARK 3.3. In the general case where we do not assume the normalization
φLuL ≡ 1, by invariance with respect to normalization we have

DλL(M) =
φLMuL

φLuL
.
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REMARK 3.4. We have D[e f U]L(M) = D fL(M)e fL uL + e fL DuL(M) so that,
for any fixed L, by choosing f such that D fL(·) = −φL(DuL(·)) we can ensure
D[e f U]L(M) ∈ GL for all M. However we may not be able to ensure this property
simultaneously at all L, because we would need L 7→ −φL(DuL(·)) to be a closed
1-form.

3.3. FIRST DERIVATIVE OF THE EIGENFORM. Let G∗L = u⊥L be the stable com-
plement of 〈φL〉 for L∗ and π∗L the corresponding projection. Note that π∗L also
happens to be the dual operator to πL, and that as before (L∗ − λL)

−1 is by con-
vention a map from G∗L to itself.

LEMMA 3.5. For all ψ ∈ X ∗, we have

(L∗ − λL)
−1π∗Lψ = ψ(L− λL)

−1πL

i.e. S∗L = SL∗ . As a consequence, γL∗ = γL. It also holds τL∗ = τL.

The order of composition with (L− λL) and πL may seem wrong, but this
is a subtlety in the definitions related to the domain of (L∗ − λL)

−1 (note that the
other order of composition would not make sense).

Proof. We have (L− λL)
−1πL = πL(L− λL)

−1πL (and similarly in the dual)
so that

(L∗−λL)
−1π∗Lψ=π∗L(L

∗−λL)
−1π∗Lψ=ψ ◦ (πL(L−λL)

−1πL)=ψ(L−λL)
−1πL.

We deduce γL∗ 6 γL, and the equality follows by using the Hahn–Banach the-
orem to find a ψ whose norm is realized by (L − λL)

−1πL(x) where x almost
realizes γL.

Last, since the natural image of uL in the bidual X ∗∗ is obviously the eigen-
vector of L∗∗ for λL, we have τL∗ = τL.

PROPOSITION 3.6. For all L ∈ V it holds

DφL(M) = −φLMSL − aL(M)φL

where a is the 1-form on V ⊂ B(X ) defined in Proposition 3.2.

Proof. Applying Proposition 3.2 to L∗, there must be an analytic map b :
V → B(X )∗ such that

DφL(M) = (λL − L∗)−1π∗L(φLM) + bL(M)φL.

Lemma 3.5 allows us to rewrite this as

DφL(M) = φLM(λL − L)−1πL + bL(M)φL = −φLMSL + bL(M)φL.

Differentiating 1 ≡ φLuL and using that SLuL = 0 and that φL vanishes on the
range GL of SL we then get

0 = D(φu)L(M) = [−φLMSL + bL(M)φL]uL + φL[−SLMuL + aL(M)uL]

= bL(M)φLuL + φL(aL(M)uL).
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It follows 0 = bL(M) + aL(M).

3.4. FURTHER DIFFERENTIATION FORMULAS. We will now compute derivatives
of other quantities and higher derivatives of λ. Unsurprisingly, the normalizing
function a will often disappear: it cannot impact the quantities that are normali-
zation-insensitive.

It is sometime useful to consider the operator RL defined by L=λLPL+RL. It
takes its values in GL, vanishes on uL and therefore satisfies PLRL=RLPL=0. The
spectral gap condition can then be rephrased as an exponential decay of ‖Rn

L‖.
Recall that the normalization φLuL ≡ 1 is assumed; we also gather the pre-

viously computed derivatives to ease future reference.

PROPOSITION 3.7. For all L having an ASIE, we have the following expressions:
(i) DλL(M) = φLMuL;

(ii) DuL(M) = −SLMuL + aL(M)uL;
(iii) DφL(M) = −φLMSL − aL(M)φL;
(iv) D2λL(M) = −2φLMSLMuL;
(v) DPL(M) = −φLMSL(·)uL − φL(·)SLMuL;

(vi) DπL(M) = φLMSL(·)uL + φL(·)SLMuL;
(vii) DSL(M) = −SLMSL(·) + φL(·)S2

LMuL + (φLMuL)S2
L + [φLMS2

L(·)]uL;
(viii) D3λL(M) = 6φLMSL[M− φLMuL]SLMuL;

(ix) as soon as λL 6=0, D[ 1
λ R]L(M)= 1

λL
M− φLMuL

λ2
L

L+φLMSL(·)uL+φL(·)SLMuL.

In the bracket of the second-to-last item, the scalar φLMuL is to be inter-
preted as the scalar operator (φLMuL) Id.

Proof. The first three items have been proved above. Differentiating the
equality DλL(M) = φLMuL we get:

D2λL(M) = (−φLMSL − aL(M)φL)MuL + φLM(−SLMuL + aL(M)uL)

= −2φLMSLMuL − aL(M)φLMuL + φLM(aL(M)uL) = −2φLMSLMuL.

The formula for DP is obtained similarly by differentiating PL = φL(·)uL, with
some caution: the terms−aL(M)φL(·)uL and φL(·)aL(M)uL do cancel out, but the
two remaining terms −φLMSL(·)uL and −φL(·)SLMuL are quite different: the
first one maps x ∈ X to −(φLMSLx)uL ∈ 〈uL〉, while the second maps it to
−(φLx)SLMuL ∈ GL. Differentiating πL = Id−PL with respect to L (observe that
Id is a constant), we get DπL = −DPL.

To treat S, one first differentiates (L− λL)SL = πL to get

(L− λL)DSL(M) + (M− φLMuL)SL = φLMSL(·)uL + φL(·)SLMuL

and obtains

(L− λL)DSL(M) = −MSL + φLMSL(·)uL + (φLMuL)SL + φL(·)SLMuL

= −πLMSL + (φLMuL)SL + φL(·)SLMuL.
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Composing on the left by SL and observing that SL(L− λL) = πL and SLπL = SL
and using linearity to pull scalar expressions out of operator arguments, it follows
that

(3.1) πLDSL(M) = −SLMSL + (φLMuL)S2
L + φL(·)S2

LMuL.

Then one differentiates φLSL ≡ 0 to obtain

φLDSL(M) = φLMS2
L,

giving the uL component of DSL(M). Combining this information with (3.1), the
claimed formula follows.

Last, differentiating D2λL(M) = −2φLMSLMuL we arrive at

D3λL(M) = −2DφL(M)MSLMuL − 2φLMDSL(M)MuL − 2φLMSLMDuL(M)

= 6φLMSLMSLMuL − 6(φLMS2
LMuL)(φLMuL)

which factorizes as stated.
Finally, the definition of R can be rewritten as 1

λL
RL = L

λL
− PL, from which

the derivative follows.

REMARK 3.8. The expression of D2λL in Proposition 3.7 generalizes (and
simplifies part of the proof of) Theorem C in [5]. The only part needing additional
work from this expression is to work out the splitting of the space into the direct
sum of the tangent space to the normalized potentials and the set of coboundaries
and constants. The various reformulations of the expression are then classical.

4. BUILDING ESTIMATES FROM THE DIFFERENTIATION FORMULAS

We can now bound all above derivatives in terms of the two fundamental
quantities

τL = ‖φL‖‖uL‖ = ‖PL‖ and γL = ‖SL‖
(recall we normalized φL to ensure |φLuL| = 1).

PROPOSITION 4.1. At each L near L0 we have:
(i) ‖πL‖ 6 1 + τL and ‖π∗L‖ 6 1 + τL;

(ii) ‖DλL‖ = τL;
(iii) ‖D2λL‖ 6 2γLτL;
(iv) ‖DπL‖ 6 2γLτL;
(v) ‖DPL‖ 6 2γLτL;

(vi) ‖DSL‖ 6 γ2
L(1 + 3τL);

(vii) ‖D3λL‖ 6 6γ2
LτL(1 + τL);

(viii) as soon as λL 6= 0, ‖D[ 1
λ R]L‖ 6 1

|λL|
+ τL
|λL|2
‖L‖+ 2τLγL.



190 BENOÎT R. KLOECKNER

Proof. All bounds follow directly from the expressions given in Proposi-
tion 3.7, for example

‖DλL(M)‖ = ‖φLMuL‖ 6 ‖φL‖‖uL‖‖M‖ = τL‖M‖.
To get the equality ‖DλL‖ = τL, one simply considers perturbations M of unit
norm that send uL to vectors of the same norm on which φL almost realizes its
norm (such M exist by the Hahn–Banach theorem).

REMARK 4.2. Some of the constants above can be improved if we know
more about X , for example if it is a Hilbert space. Indeed, the two terms given in
Proposition 3.7 for DπL(M)(x) are its component−[φLMSL(x)]uL in the direction
of uL and −φL(x)[SLMuL] in GL; in a Hilbert space under a good bound on τ, we
know that the two terms are close to being orthogonal and so the norm of their
sum must be somewhat lower than the sum of their norm. This kind of argument
can be more generally used in a space with some uniform convexity estimates.
We shall not pursue these improvements because they only apply in restrictive
cases and they appear to be quite modest.

We arrive at our core result, which will enable us to control τ and γ and in
turn all eigendata.

COROLLARY 4.3. We have |D| τ 6 2γτ and |D| γ 6 γ2(1 + 3τ).

Here |D| denotes the metric derivative (also known as the local Lipschitz
constant) defined in Subsection 2.3.

Proof. By Proposition 4.1 we have τL = ‖DλL‖, and then |D| τ = |D|‖Dλ‖ 6
‖D2λ‖ 6 2γτ. Since γ = ‖S‖ we have |D| γ 6 ‖DS‖ 6 γ2(1 + 3τ).

There are a priori several ways to combine these bounds together; optimally,
one would compare τL and γL to the values t(r), g(r) at r = ‖L − L0‖ of the
solutions t, g to the differential system

(4.1)


t′ = 2tg
g′ = g2(1 + 3t)
t(0) = τ0 & g(0) = γ0.

However the solutions of this system are unlikely to have a nice expression, and
the explosion time might be difficult to express exactly.

Instead, we accept to lose a little ground for the sake of simplicity and us-
ability. This leads us to the following corollary.

COROLLARY 4.4. We have |D|(γτ) 6 6γ2τ2.

Proof. We simply observe

|D|(γτ) 6 (|D| γ)τ + γ(|D| τ) = γ2(1 + 3τ)τ + γ · 2γτ = γ2(3τ2 + 3τ) 6 6γ2τ2

since 1 6 τ.
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REMARK 4.5. Since t is increasing, g′ > (1 + 3τ0)g2 and the explosion time
of (4.1) is at most 1

(3τ0+1)γ0
while we will get 1

6τ0γ0
. This shows that the loss coming

from this relaxation is modest.

5. END OF THE PROOFS OF THE MAIN RESULTS

Proof of Theorems 1.3 and 1.6. First, we want to prove that every operator L
in B(L0, r0) has an ASIE for r0 as large as possible. To simplify we will look in
one direction at a time: fix some M ∈ B(X ), of norm 1 say. Set Lr = L0 + rM and
define

B = {r0 ∈ [0,+∞) : ∃ε > 0, ∀r ∈ [0, r0], ∀L ∈ B(Lr, ε) : L has an ASIE}

(recall that implicitly the eigenvalue is required to be analytic, in particular con-
tinuous, on this neighborhood of a segment). By Proposition 3.1, B is open and
0 ∈ B. By definition B is an interval, so B = [0, r+) for some r+ ∈ (0,+∞], which
a priori depends on M but that we intend to bound uniformly from below.

By abuse of notation, let τ, γ : B → (0, ∞) be the functions sending r to
τ(r) := τLr and γ(r) := γLr respectively. Since ‖M‖ = 1, Corollary 4.4 yields
again |D|(τγ) 6 6τ2γ2 in this notation.

By comparison (see Proposition 2.2) we thus have τγ 6 w where w is the
solution of w′ = 6w2 with w(0) = τ0γ0, as long as w is defined. Solving this
equation explicitly, we conclude that for all r ∈ B smaller than 1

6τ0γ0
it holds

τ(r)γ(r) 6
( 1

τ0γ0
− 6r

)−1
=

τ0γ0

1− 6τ0γ0r
.

Assume by contradiction that r+ < 1
6τ0γ0

. Then τγ is uniformly bounded
from above on B. Let us prove that τ and γ are both uniformly bounded from
above. First τ > 1 so that γ 6 τγ. Second, denoting by γ+ a upper bound for γ,
we have |D| τ 6 2γ+τ so that again by comparison, τ(r) 6 τ0 exp(rγ+).

Proposition 4.1 ensures that λ, π, P, S are Lipschitz on a neighborhood of
{Lr, r ∈ B}. Since r+ is finite and X , B(X ) are complete, these eigendata all have
limits when r → r+. The limit of PLr as r → r+ must be a rank-one projection
to some line 〈ur+〉, where Lr+ has eigenvalue lim

r+
λLr . The limit of πLr must be

a projection onto some subspace Gr+ preserved by Lr+ . Since in the relations
PLπL = 0 and PL + πL = Id we may pass to the limit, Gr+ must be a complement
to 〈ur+〉. The relation (L− λ)S = π then also passes to the limit, and since S and
‖S‖ converge, Lr+ has a simple isolated eigenvalue. Applying Proposition 3.1 to
Lr+ and using continuity of λ, we see that r+ ∈ B. This is a contradiction since B
is open and r+ := sup B.

At this point, since the bound r+ > 1
6τ0γ0

does not depend on M, we have
established that λ (and the other eigendata) can be defined and is simple isolated
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on B(L0, r0) with r0 = 1
6τ0γ0

. In addition we get on this ball the bound

τLγL 6
( 1

τ0γ0
− 6‖L− L0‖

)−1
=

τ0γ0

1− 6τ0γ0‖L− L0‖
.

When ‖L− L0‖ 6 K−1
6Kτ0γ0

, this implies τLγL 6 Kτ0γ0. In particular, τ is 2Kτ0γ0-
Lipschitz, so that

τ 6 τ0 + 2Kτ0γ0
K− 1

6Kτ0γ0
6 τ0 +

K− 1
3

.

Then ‖DλL‖ 6 τL 6 τ0 +
K−1

3 , ‖DPL‖, ‖DπL‖ and ‖D2λL‖ 6 2τLγL 6 2Kτ0γ0,
and ‖D3λL‖ 6 6τLγ2

L(1 + τL) 6 12τ2
Lγ2

L 6 12K2τ2
0 γ2

0.

Proof of Theorem 1.10. The hypothesis ensures at least ‖L− L0‖ 6 1
6τ0γ0

, so
that L has an ASIE λL. Let x be a vector of GL. Using that πLx = x and thus
‖π0x‖6 (1 + ‖πL − π0‖)‖x‖ we get

‖Lx‖ = ‖L0π0x + L0(πLx− π0x) + (L− L0)x‖
6 |λ0|(1− δ0)‖π0x‖+ ‖L0‖‖πL − π0‖‖x‖+ ‖L− L0‖‖x‖
6 (|λ0|(1− δ0) + ‖π0 − πL‖(|λ0|(1− δ0) + ‖L0‖) + ‖L− L0‖)‖x‖.

Now, if ‖L − L0‖ 6 K−1
6Kτ0γ0

for some K > 1, we have ‖πL − π0‖ 6 1
3 (K − 1)

and, using the explicit-remainder first order Taylor formula of Theorem 1.6 and
‖Dλ0‖ = τ0 we get

|λL| > |λ0| −
(K− 1)

6Kγ0
− (K− 1)2

36Kτ0γ0

so that to ensure ‖Lx‖ 6 (1− δ)‖λL‖‖x‖ it suffices to have

(5.1) |λ0|(1− δ0) +
1
3
(K− 1)(|λ0|(1− δ0) + ‖L0‖) +

K− 1
6Kτ0γ0

6 (1− δ)
(
|λ0| −

(K− 1)
6Kγ0

− (K− 1)2

36Kτ0γ0

)
or equivalently,

6K|λ0|(δ− δ0) + aK(K− 1) +
K− 1
τ0γ0

+
(K− 1)(1− δ)

γ0
+

(K− 1)2(1− δ)

6τ0γ0
6 0

which, writing K = K− 1 + 1, can be rewritten as:

(5.2) (K−1)2
(

a+
1−δ

6τ0γ0

)
+(K−1)

(
6|λ0|(δ−δ0)+a+

1−δ

γ0
+

1
τ0γ0

)
+ 6|λ0|(δ−δ0) 6 0.

Proof of Corollary 1.11. We observe that increasing the first two coefficients
in the polynomial of Theorem 1.10 must reduce the value of its positive root. We
thus seek simple upper bounds for these two first coefficients.
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We also observe that in all the above we can replace γ0 by any larger number
γ′0, as soon as we make the replacement in both the hypotheses and the conclu-
sions. Here we use γ0 6 γ′0 = ‖π0‖

δ0
obtained by

‖S0‖ 6 ‖(1− L0)
−1‖‖π0‖ 6 ‖π0‖∑

k>0
‖(L0)

k
|G0
‖ 6 ‖π0‖∑

k>0
(1− δ0)

k =
‖π0‖

δ0
.

Then we have

a +
1− δ

6τ0γ′0
6 4 +

1
6
=

25
6

.

Then discarding the negative term δ− δ0, we have

6|λ0|(δ− δ0) + a +
1− δ

τ0
+

1
τ0γ′0

6 6.

It follows that under the extra assumptions of Corollary 1.11 we can replace ρ(δ)
in Theorem 1.10 by the root of

25
6

X2 + 6X + 6(δ− δ0),

which (factoring 6 and using
√

1 + x 6 1 + x
2 ) satisfies

ρ′(δ) =
−6 +

√
36 + 100(δ0 − δ)

25
3

6 δ0 − δ.

Proof of Corollary 1.13. By hypothesis L0 has a spectral gap of some size δ0
with constant C0, and it follows that some power n0 = O∗C0,δ−1

0
(1) of L0 has a

spectral gap (of arbitrary size, say 1
2 ) with constant 1. We have τL

n0
0

= τ0. Writing

λn0
0 − Ln0

0 = (λ0 − L0)∑ λk
0Ln0−1−k

0

and observing that ‖L0‖ is controlled by λ0, τ0 and C0, we get

γL
n0
0

= O∗C0,δ−1
0 ,|λ0|,τ0

(γ0).

Applying Corollary 1.11 for all M ∈ B(X ) such that

‖(L0 + M)n0 − Ln0
0 ‖ = O∗C0,δ−1

0 ,τ0,|λ0|(1)

we have that (L0 + M)n0 has a spectral gap (of size 1
4 say) with constant 1. This

implies that L0 + M has a spectral gap of size O∗n0(1) = O∗C0,δ−1
0
(1), with a con-

stant O∗C0,δ−1
0 ,τ0,|λ0|(1).

Developing (L0 + M)n0 , since ‖L0‖ = O∗C0,δ−1
0 ,τ0,|λ0|(1), we see that

(L0 + M)n0 − Ln0
0 = O∗C0,δ−1

0 ,τ0,|λ0|(‖M‖)

and the spectral gap is ensured for M = O∗C0,δ−1
0 ,τ0,|λ0|(1).
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